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1 Introduction

1.1 Purpose

This document describes the functional specification and architectural design of the software system for the VISTA IR Camera, and is the main deliverable for the Preliminary Design Review (PDR) as defined in [RD25] (see also the ESO-VLT instrument web pages [RD19]). It breaks the system down into modules, describes the function of those modules, the interfaces between the modules, and the main design choices and implementation constraints. Section 1.3, “Summary, Issues and Conclusions”, contains a summary of the document and a discussion of any outstanding issues.

This document should be read alongside the “VISTA IR Camera Software Requirements”, [AD1], and the “VISTA IR Camera Technical Specification”, [AD2], which are the main sources of requirements. This document takes the software description further and gives a more detailed specification and overall software design. Some appendices at the end of this document contain suggestions for what may appear in the detailed design. These will be removed from this document and replaced by a proper “Software Design Description” by FDR.

1.2 Scope

This document describes the software that falls within the responsibility of the “VISTA IR Camera” work package, including:

· IR camera observer support

· observation control

· instrument control

· detector control

· data storage

· wavefront sensing

It does not include telescope control or the control of optical surfaces for wavefront correction (which is part of the VISTA telescope software), nor does it include quality control or data handling (which is part of the VISTA data flow work package). Also excluded is any observation planning and scheduling software which is already part of the ESO-VLT software (e.g. P2PP and BOB).

1.3 Summary, Issues and Conclusions

The VISTA IR Camera software must meet the requirements specified in [AD1] and [AD2]. It must adhere to ESO-VLT standards, fit into the ESO-VLT software architecture and supply the tools, templates and configuration files expected by the ESO-VLT software environment. The software must coordinate the actions of the telescope, instrument components and detectors and fulfil all the duties listed in section 2.1 on page 18. Existing ESO-VLT software must be reused wherever possible. The VISTA IR Camera software is divided into the following subsystems:

· Broker for Observation Blocks (BOB) — supplied by ESO and configured by VISTA IR;

· Observation Software (OS) — written by VISTA IR, based on the “Base Observation Software Stub” library [RD30] supplied by ESO;

· Maintenance Software (MS) — written by VISTA IR;

· Instrument Control Software (ICS) — written by VISTA IR based on the “Base ICS” library [RD32] supplied by ESO;

· Detector Control Software (DCS) — IRACE system [RD34] supplied by ESO and configured by VISTA IR;

· Guide and Wavefront Sensing System — written by VISTA IR, making use of the ESO “Technical CCD Controller” and the ESO-VLT TCS architecture.

These subsystems are described briefly in section 4.1 on page 36 and in more detail in section 5 on page 48. The computing hardware on which the software will run is described in section 2.4 on page 28, based on the overall VISTA hardware architecture proposed in [RD15].

The main features of the VISTA IR Camera which affect the software are:

· The instrument has components that are relatively simple to control. There is only one mechanism (the filter wheel), a set of temperature controllers and sensors and a pressure sensor. There may be a few other simple components, such as a switchable calibration source.

· The detectors are arranged in a 4 x 4 grid with a spacing of (90%, 42.5%), as shown in Figure 4 on page 26, and six exposures at different telescope offsets are needed to fill in the gaps between the detectors and produce a contiguous image of the sky.

· Each exposure from the 4 x 4 grid of detectors generates 268 Mbytes of raw data.

· The instrument produces a challenging data rate which can peak at 53.7 Mbytes/second, and rate of 26.8 Mbytes/second could be sustained for 14 hours (see section 2.3 on page 25).

· The instrument has on-board wavefront sensors which need to communicate with the TCS. The image analysis might need a substantial amount of computing power, as described in section 5.6 on page 59 and in [RD9].

Major differences between the VISTA IR Camera and other ESO-VLT instruments which may affect its progress and integration into the ESO-VLT architecture, are:

· The VISTA IR Camera work is divided between two project teams: the VISTA IR Camera project is responsible for providing the instrument software as far as saving the raw data, header and ancillary information; and the VISTA IR Data Flow project, is responsible for providing the data reduction and quality control pipeline, archiving and catalogue search utilities. Both projects share the observer support, instrument description and calibration database and data interface dictionary responsibility.

A division of responsibility has been agreed between the two projects and this has been
written into their respective software requirements documents (e.g. see [AD1]). Regular communication between the two projects is planned, to ensure the boundary is understood and no required work is overlooked.

· The VISTA IR Camera has on-board wavefront sensors controlled by the instrument software. The ESO-VLT software assumes that guiding and wavefront sensing are the responsibility of the telescope software. Furthermore, the ESO-VLT software also assumes that the guider and wavefront sensors use the same guide star. The VISTA IR Camera by design requires the guider and LOWFSs to use different stars. (To distinguish them from guide stars the stars used by the LOWFS are referred to here as “reference stars”).

The VISTA software design works around this difference in wavefront sensor location by
keeping the control of the guider and low order wavefront sensors within the telescope control system. The detector control and image analysis parts of the guider and LOWFS subsystems are supplied by the VISTA IR Camera and fit into the normal telescope control system hierarchy. This is similar to the solution adopted by the ESO-VST OmegaCam project. The arrangement is shown in Figure 10 on page 39 and described in detail in [RD44]. This solution will require some changes to be made to the VISTA version of the ESO-VLT guider and wavefront sensor control software but should minimise the risk and the overall amount of work. As with the VISTA Data Flow project, frequent communication between the VISTA IR Camera and VISTA telescope software projects will be needed. 

· The VISTA IR Camera is a survey instrument with a non-contiguous array of detectors. It is designed to survey large areas of the sky in a systematic manner and may therefore require unique observation planning facilities. Any such facilities are outside the scope of the VISTA IR project (but may affect the VISTA Data Flow project).

· Apart from engineering modes, calibration measurements or special targets of opportunity that need only one detector chip, the smallest scientifically useful observational unit made by the VISTA IR Camera is a “tile”, which consists of a series of exposures made at six different telescope offsets to fill in the gaps between the detectors. Each exposure needs to be made using a different set of guide and reference stars, meaning that a complete “tile” requires 18 guide and reference stars (compared with the 5 star candidates that are usually contained within an Observation Block)

Our baseline plan is to specify a “tile” using a single Observation Block (see the scenario described in section 6.2.3 on page 65), and specify the 18 guide and reference stars within that Observation Block. The usual ESO-VLT method of choosing guide stars “on the fly” during an observation and having the operator verify those stars will not work for VISTA because the operator will be interrupted too frequently. Instead, the VISTA IR Camera software is responsible for verifying the quality of the pre-chosen stars and for interrupting the operator only when the default guide star turns out to be unsuitable.

Other software issues are:

· The VISTA IR computer hardware will be specified in collaboration with the VISTA project office. The data rate is challenging but achievable with the existing ESO-VLT standard provided that multiple ATM interfaces are used (see section 2.4 on page 28 and [RD15]). Our ability to sustain the required data rate will need to be tested. By the time the VISTA IR Camera is constructed it is likely that ESO-VLT will have standardised on a much faster network. Although the final network standard may change, this will not affect the software design presented here.

· The wavefront sensing image analysis software is intended to be run on the ESO-VLT technical CCD controller (TCCD) hardware. It is possible that the algorithms may need a substantial amount of computing power, which may require us to seek a waiver to operate the TCCD controllers with a more powerful CPU, or to use some special purpose hardware.

· The requirements for the software to handle a filter identification device or a wavefront sensor calibration source are still to be decided. The software design assumes these devices exist, since it is easier to remove them from the design than to add them later.

Note added after PDR: It is likely that the filter identification switches will disappear from the detailed design, as they may not achieve the reliability requirement (which would need all five switches to remain in working condition for 3 years).

· There are a large number of interfaces between the VISTA IR wavefront sensing software and the VISTA telescope control. Regular communication between the two projects will be necessary. To allow the early testing of interfaces, software will be developed using a top-down approach where the first product is a “stub” which runs in simulation mode and recognises all the commands and data flowing on the interface. This stub will be provided to other software developers for testing the interface.

1.4 Applicable Documents

[AD1] VISTA IR Camera Software Requirements, VIS-SPE-ATC-06080-0010, Issue 0.7, 8 November 2002.

[AD2] VISTA Infrared Camera Technical Specification, VIS-SPE-ATC-06000-0004, Issue 1.0, 28 October 2002.

1.5 Reference Documents

1.5.1 VISTA IR Documents

[RD1] IR Camera Work Package Descriptions, VIS-PLA-RAL-06010-0002, Issue 0.9, 23 October 2002.

[RD2] VISTA IR Detector Controller Technical Specification, VIS-SPE-ATC-06020-0005, Issue 1.0, 6 March 2002.

[RD3] IR Camera Design Review Requirements, VIS-SPE-RAL-06010-0005, Issue 0.2, 30 July 2002.

[RD4] IR Camera System Description, VIS-SPE-RAL-06013-0001, Issue 0.7, 31 October 2002.
[RD5] IR Camera Focal Plane Subsystem Design, VIS-DES-RAL-06031-0002, Issue 0.5, 1 November 2002.
[RD6] IR Camera Filter Wheel Geometric Requirements, VIS-TRE-RAL-06051-1001, Issue 0.5, 29 October 2002.
[RD7] IR Camera Filter Wheel Control, VIS-DES-ATC-06052-0001, Issue 0.4, 31 October 2002.
[RD8] IR Camera Structural Analysis, VIS-ANA-RAL-06063-0001, Issue 0.4, 1 November 2002.
[RD9] IR Camera Wavefront Sensors Subsystem Design, VIS-DES-UOD-06042-0001, Issue 0.4, 30 October 2002.
[RD10] VISTA IR Camera Software Design Description, VIS-DES-ATC-06081-0002, to be developed after PDR.
1.5.2 VISTA Documents

[RD11] VISTA Instrument Software Requirements, VIS-SPE-ATC-00150-0003, Issue 2.2, 25 July 2002.

[RD12] VISTA Technical Specification, VIS-SPE-ATC-00000-0003, Issue 2.1, 28 April 2002.

[RD13] VISTA Software Management Plan, VIS-PLA-ATC-00150-0006, Issue 2.0, 27 September 2001.

[RD14] VISTA Software Architectural Design, VIS-TRE-ATC-00150-0001, Issue 2.0, 2 October 2001.

[RD15] VISTA Computer Hardware Architectural Design, VIS-TRE-ATC-00150-0002, Issue 2.1, 5 March 2002.

1.5.3 ESO-VLT Documents

[RD16] VLT Instrument Software Specification, VLT-SPE-ESO-17212-0001, Issue 2.0, 12 April 1995.

[RD17] VLT Software Programming Standards, VLT-PRO-ESO-10000-0228, Issue 1.0, 10 March 1993.
[RD18] VLT Software Management Plan, VLT-PLA-ESO-00000-0006, Issue 2.0, 21 May 1992.

[RD19] VLT Instrumentation Control Software — Relevant Documents (web page), see http://www.eso.org/projects/vlt/sw-dev/ins_doc/ins_doc.html.

[RD20] VLT Software Requirements Specification, VLT-SPE-ESO-10000-0011, Issue 2.0, 30 September 1992.

[RD21] Data Flow for VLT Instruments Requirements Specification, VLT-SPE-ESO-19000-1618, Issue 1.00, 21 April 1999.

[RD22] VLT Common Software Overview, VLT-MAN-ESO-17200-0888, Issue 1.0, 17 August 1995.

[RD23] VLT INS Common Software Specification, VLT-SPE-ESO-17240-0385, Issue 2.1, 15 July 1996.

[RD24] VLT Guidelines for the Development of VLT Application Software, VLT-MAN-ESO-17210-0667, Issue 1.2, 8 October 2001.

[RD25] VLT Guideline for Review of PDR Packages, VLT-INS-ESO-00000-0313, Issue 1, 29 Sept. 1992

[RD26] Telescope Control System User Manual, VLT-MAN-ESO-17230-0942, Issue 1.6, 12 October 1999.

[RD27] TCS AutoGuiding and Field Stabilisation Design Description, VLT-SPE-ESO-17230-0933, Issue 3.0, 10 April 2000.

[RD28] VLT Active Optics Design Description, VLT-SPE-ESO-17210-1173, Draft, in preparation.

[RD29] Template Instrument Software User & Maintenance Manual, VLT-MAN-ESO-17240-1973, Issue 3, 28 March 2002.

[RD30] Base Observation Software Stub (BOSS) User Manual, VLT-MAN-ESO-17240-2265, Issue 1.2, 20 March 2002.

[RD31] HOS/Broker for Observation Blocks User Manual, VLT-MAN-ESO-17220-1332, Issue 2, 27 March 2002.

[RD32] INS Common Software Base ICS User Manual, VLT-MAN-ESO-17240-0934, Issue 3, 31 March 2002.

[RD33] CCS-LCU / Motor Control Module – Part I Application Programmatic & Command Interface User Manual, VLT-MAN-ESO-17210-0600, Issue 1.7, 2 October 1998.

[RD34] IRACE-DCS User Manual, VLT-MAN-ESO-14100-1878, Issue 1.3, 12 February 2001. 

[RD35] CCD Detectors Control Software User Manual, Issue 1.6, 25 September 1998.

[RD36] LCU Common Software User Manual, VLT-MAN-SBI-17210-0001, Issue 3.5, 20 October 1999.

[RD37] Central Control Software User Manual, VLT-MAN-ESO-17210-0619, Issue 3.5, 30 October 1998.
[RD38] VLT Common Software Installation Manual, VLT-MAN-ESO-17200-0642, Issue 2, 30 March 2002.
[RD39] VLT Specification Basic Telescope Definitions, VLT-SPE-ESO-10000-0016, Issue 2.0, 7 October 1992.
[RD40] VLT Final Layout of VLT Control LANs, VLT-SPE-ESO-17120-1355, Issue 1.2, 12 January 1999.
1.5.4 Interface Control Documents

[RD41] ICD between the VLT Control Software and the Observation Handling System, VLT-ICD-ESO-17240-19200, Issue 1.3, 7 June 2000.

[RD42] ICD between Instrumentation Software and VLT Archive System, VLT-ICD-ESO-17240-0415, Issue 1.0, 14 Sept. 1995.

[RD43] Data Interface Control Document, GEN-SPE-ESO-19400-794, Issue 1.1, 25 November 1997.

[RD44] IR Camera to VISTA Telescope Control System Interface Control Document, VIS-ICD-ATC-06000-13010, Issue 1.0, 28 October 2002.

[RD45] IR Camera Data Interface Dictionary, TBD.

1.6 Abbreviations and Acronyms

AD
Applicable Document

AG
Auto Guiding

ATC
(UK) Astronomy Technology Centre

BOB
Broker for Observation Blocks

BOSS
Base Observation Software Stub

CCS
Central Control Software

DCS
Detector Control Software

DFS
Data Flow System

DICB
ESO-VLT Data Interface Control Board

DID
Data Interface Dictionary

ESO
European Southern Observatory

FITS
Flexible Image Transport System

GUI
Graphical User Interface

HOWFS
High Order Wavefront Sensor

HOCS
High Order Curvature Sensor

ICD
Interface Control Document

ICS
Instrument Control Software

INS
Instrument Software package

IRACE
Infrared Array Control Electronics

LCC
LCU Common Software

LCU
Local Control Unit (normally a VME/VxWorks system)

LOWFS
Low Order Wavefront Sensor

LOCS
Low Order Curvature Sensor

MS
Maintenance and Verification Software

OB
Observation Block

OS
Observation Software

OSS
Observer Support Software

OT
Observing Tool or Operational Toolkit (alternative names for the same thing)

P2PP
Phase II Proposal Preparation tool

PDR
Preliminary Design Review

RAL
Rutherford Appleton Laboratory

RD
Reference Document

SWR
Software Requirement

TBC
To Be Confirmed

TBD
To Be Decided

TCCD
Technical CCD (controller)

TCS
Telescope Control Software

UK
United Kingdom

UoD
University of Durham

VISTA
Visible and Infrared Survey Telescope for Astronomy

VLT
Very Large Telescope

WFS
Wavefront Sensor

1.7 Glossary

Acquisition Template:
A specific operations template used to position the telescope and instrument correctly. The first template of an Observation Block involving target acquisition must be an acquisition template.

Bias Frame:
A calibration frame taken in darkness with zero exposure time, giving a readout of the signal from each detector immediately after it has reset. The bias frame provides a zero point that can be subtracted from subsequent data frames.
Dark Frame:
A calibration frame taken in darkness with the same exposure time as the science observation it is intended to calibrate. The dark frame contains the integration of the detector dark current signal for the given exposure time, and can be subtracted from the science frame.

Data Interface Dictionary (DID):
A computer readable dictionary which defines all the terms used by the ESO-VLT Data Flow System to describe, for example, the meaning of keywords in FITS header and setup files.

Datum:
A reference point used to define a known location for a mechanism controlled by a stepper motor. Also known as the “index” or “reference point”.

Datuming:
The action used by a mechanism to find the datum/index/reference point. Also known as “indexing”.

Detector Control Software (DCS):
The control software responsible for sequencing the detector hardware, controlling the shutter (if any) and reading out data.

Dithering (VISTA):
The process of taking several overlapping exposures at slightly different telescope positions whose differences are much smaller than the size of a detector. Dithering is used by the IR Camera to make a sky-flat.

Engineering User Interface (VLT software):
This software module allows the user to send commands to and receive replies from any process on any node in the ESO-VLT software environment.

Exposure:
A single set of integrations defined by a single set of setup files. It encompasses instrument setup, detector readout and data storage. An exposure is the minimum unit the observation software can obtain. It produces at least one complete raw data frame. An Exposure is the basic observation unit for the Observation Software, but there may be more than one exposure described in an Observation Block.

Filter (VISTA):
An individual filter made from a single piece of glass.

Filter tray (VISTA):
A container into which an array of filters may be installed. For the VISTA IR science filters a tray contains a 4 x 4 array of filters — each covering a single detector. Once installed, the filters are fixed in place and the tray regarded as a single unit.

Filter slot (VISTA):
A position on the filter wheel into which a filter tray may be installed. The slot numbers on the filter wheel are always the same, but the filter trays may be loaded and unloaded and moved to different slots.

Guide star:
A star used by the VISTA IR autoguider subsystem.

Instrument Control System (ICS):
The control system responsible for controlling the instrument hardware and sensing the instrument environment. (This is the equivalent of the Components Controller for a Gemini instrument, for example).

Instrument Software (INS):
All the software associated with instrument control.

Instrument Workstation (IWS):
A workstation which is assigned at startup to control an instrument and/or detector LCUs.

Integration:
An interval during which a detector is collecting data. An integration is a subunit of an exposure.

Intermediate filter (VISTA):
A filter or filter tray with a smaller than normal size, positioned mid way between the usual slots on the filter wheel. These filters only cover a few of the science detectors but they enable engineering and calibration observations to be made. One of these intermediate filters may be the stepped filter used of the HOWFS.

Metadata:
Additional information, such as the date, time, object name, telescope pointing information, etc. provided alongside the images generated by the camera to describe those images, facilitating the reduction and scientific interpretation of those images. Metadata is typically provided in the data header but might also be provided in auxiliary files such as an observation log.

Observation:
A series of correlated exposures involving a single target.

Observation Block (OB):
An Observation Block is the smallest schedulable  observational unit for the VLT. It contains all the information necessary to execute, sequentially and without interruption, a set of correlated exposures involving a single target. It contains one or more template calls, i.e. it describes which templates to call and the parameters to supply with each template.

Observation Block Description:
An ASCII file describing the contents of an Observation Block.

Observation Scheduling:
The process of examining all the outstanding observation blocks and converting them into an observing plan. Also the process of deciding, from current observing conditions, which observation block is the best one to be executed next.

Observation Sequence:
A series of observations which are described with the Sequencer syntax.

Observation Software (OS):
The software responsible for coordinating the telescope control system, instrument control system and detector control system.

Offsetting (VISTA):
The process of taking several exposures at different telescope positions whose differences are larger than or comparable with the size of a detector. Offsets are used by the IR Camera to fill in the large gaps between detectors.

Operation Template:
Some instructions describing a standard instrument operation, including the instrument and detector setups. It can be used to store the sequences used for common instrument operations and calibrations.

Phase II Proposal Preparation (P2PP):
The P2PP system allows an observer to prepare Observation Blocks. The observer needs to select templates, define parameters associated with those templates and give additional parameters for scheduling and data reduction.

Pointing (VISTA):
A set of exposures made of a series of small dithers around a single telescope position using the same guide star(s).

Reference star:

A star used by a VISTA IR wavefront sensing subsystem. (Unlike the ESO-VLT, the VISTA IR Camera uses different stars to the one used by the autoguider — see “Guide star”).

Scheduler (SCHED):
A program which assists operations in implementing flexible scheduling.

Science filter (VISTA):

A tray of filters installed in a standard filter wheel slot and used for science observations.

Sequence, Sequencer script:
A set of commands in Sequencer language, generally intended to define and execute a series of related observations. These sequences are interpreted by the sequencer shell.

Sequencer:
A software module used to define and execute a sequence of operations automatically and efficiently.

Setup file:
An ASCII file in a special format describing setup parameters for exactly one exposure. If a setup file contains all the setable parameters required for an exposure it is called a reference setup file, otherwise it is a partial setup file.

Short Hierarchical Format (SHF):
A format derived from Hierarchical FITS keywords, used for parameter files (setup files, configuration files etc.). Also referred to as “Short-FITS” format.

Template:
In ESO-VLT parlance, the general term for any instructions template (such as Acquisition Template and Operation Template). A template contains a sequence (Sequencer script) dealing with the setup and execution of one or more exposures. The exact behaviour is determined by the values of its parameters. The term “template” can also be used to refer to a stub which contains blank parts to be filled in (such as a file template or the Template Instrument Software).

Template call:
The name of a template to be executed, together with its parameter values (in SHF).

Template Instrument Software:
A software control system for a fictitious instrument for the purpose of helping instrument software developers.

Template parameter GUI:
Graphical user interface used to edit actual template parameters.

Template signature file:
This is a description (in SHF) of a template and its parameters. It contains information about the type and allowed ranges of the parameters, so that a trivial validity check can already be performed when the parameters are entered via the template parameter GUI.

Tile (VISTA):
The filled image of the sky generated from a set of offset exposures when combined together. (The VISTA equivalent of the photographic plate used in older surveys). Several tiles may be combined together to make a survey.

2 Overview

2.1 Requirements and Constraints

The VISTA IR Camera software has to meet the requirements specified in the “VISTA IR Camera Software Requirements”, [AD1] and the “VISTA IR Camera Technical Specification”, [AD2]. The “VISTA Instrument Software Requirements”, [RD11], also contains additional reference material. In particular, the software has to:

· coordinate the actions of the instrument, the telescope and the detectors in response to Observation Blocks sent by the high level ESO-VLT software;

· control the filter wheel and other instrument devices;

· control the science detector, acquire and store science data in an ESO-approved format

· save sufficient information in metadata, observation and engineering logs so that the data may be reduced and the observing session archived;

· forward guide star information to the Telescope Control Software, configure the high order wavefront sensor, and send wavefront information to the Telescope Control Software;

· include test, verification and calibration utilities;

· provide configuration and calibration information for use by ESO-VLT observer support and observation planning utilities.

The software is constrained to fit into the ESO-VLT software environment, [RD11], and must be written to ESO-VLT standards, [RD17]. It must also reuse ESO-VLT software wherever possible and be designed in such a way that it does not prevent the development of VISTA Visible Camera software in the future, [RD13]. The “VISTA Software Architectural Design”, [RD14], describes a software design that meets ESO-VLT and VISTA requirements, and the VISTA IR Camera software will follow that design closely.

2.1.1 Software Requirements Traceability Table

The following table associates design features described in this document with software requirements listed in [AD1]. Any software requirements listed in [AD1] but not mentioned here will be dealt with in the “VISTA IR Camera Software Design Description”, [RD10].

Software Requirement
Design Feature
Reference

SWR 2.1.1.01

SWR 2.1.2.01

SWR 2.1.3.01

SWR 2.1.3.02
The software conforms to the standard ESO-VLT software architecture and ESO-VLT programming standards and guidelines.
Applies to all the software:

Section 3 on page 33.

Section 4 on page 36.

Section 5 on page 48.

SWR 2.1.2.01

SWR 2.3.02

SWR 2.4.02

SWR 2.5.03

SWR 2.7.1.05

SWR 2.7.2.03
Existing ESO-VLT software will be reused wherever possible.
Applies to all the software:

Section 3 on page 33.

Section 4 on page 36.

Section 5 on page 48.

SWR 2.11.02

SWR 2.11.03
The software will be delivered with the required documentation.
Section 5.2 on page 49.

[RD1], [RD3], [RD10].

This requirement will be incorporated into the project plan and the Observation Software detailed design, [RD10].

SWR 2.1.2.02

SWR 2.2.1.01
The software design is compliant with existing ESO-VLT hardware and allows the instrument to be operated from the Paranal control room.
Section 2.4 on page 28.

SWR 2.1.4.01

SWR 2.1.4.02

SWR 2.1.4.03

SWR 2.5.09
The software will be designed to be robust and reliable and tolerant of faults.
Applies to all the software:

Section 3 on page 33.

Section 4 on page 36.

Section 5 on page 48.

SWR 2.7.1.01

SWR 2.7.1.02
The software will conform to ESO-VLT and VISTA safety requirements.
Section 8 on page 71.

SWR 2.2.1.02

SWR 2.2.1.03

SWR 2.2.1.04
The VISTA IR Camera software is designed to be independent of any other instrument.
Applies to all the software:

Section 3 on page 33.

Section 4 on page 36.

Section 5 on page 48.

SWR 2.11.01
All external interfaces will be specified and conform to ESO-VLT requirements.
Section 3.2 on page 33.

[RD44].

SWR 2.2.2.01

SWR 2.2.2.02

SWR 2.2.2.03

SWR 2.2.2.04

SWR 2.2.2.05

SWR 2.2.2.06

SWR 2.2.2.07

SWR 2.2.2.08

SWR 2.2.2.09

SWR 2.2.2.10
The design of the Observation Software will adhere to all the observation scheduling requirements.
Section 5.2 on page 49.

These requirements will be carried through into the Observation Software detailed design, [RD10].

SWR 2.2.4.01

SWR 2.2.4.02

SWR 2.2.4.03

SWR 2.2.4.04

SWR 2.2.4.05

SWR 2.2.4.07

SWR 2.2.4.08

SWR 2.2.4.10
The Observation Software will generate an observation log containing all the required information.
Section 5.2 on page 49.

These requirements will be carried through into the Observation Software detailed design, [RD10].

SWR 2.2.4.06

SWR 2.2.4.09

SWR 2.10.10
The Observation Software will ensure that adequate header information is collected and included in the data.
Section 5.2 on page 49.

These requirements will be carried through into the Observation Software detailed design, [RD10].

SWR 2.9.01

SWR 2.9.02

SWR 2.9.03
The Observation Software will support all necessary calibration procedures.
Section 5.2 on page 49.

These requirements will be carried through into the Observation Software detailed design, [RD10].

SWR 2.4.01

SWR 2.4.03

SWR 2.10.05
The Observation Software will be controllable from BOB, control all the instrument subsystems and be based on BOSS.
Section 5.2 on page 49.

These requirements will be carried through into the Observation Software detailed design, [RD10].

SWR 2.10.01

SWR 2.10.02

SWR 2.10.04

SWR 2.10.06
The Observation Software, Detector Control Software and overall architecture will ensure that observations are made efficiently and the required data rate is achieved.
Section 5.2 on page 49.

Section 2.3 on page 25.

Section 5.5 on page 56.

These requirements will be carried through into the Observation Software detailed design and are stated in the Detector Controller technical specification, [RD2].

SWR 2.3.01

SWR 2.3.02

SWR 2.3.03
Observer Support Software will be provided in collaboration with the VISTA Data Flow Project.
Section 5.1 on page 48.

These requirements will be carried through into the Observer Support Software detailed design, [RD10].

SWR 2.5.01

SWR 2.5.02

SWR 2.5.03

SWR 2.5.04

SWR 2.5.05

SWR 2.5.06

SWR 2.5.07

SWR 2.5.08

SWR 2.5.9

SWR 2.5.10

SWR 2.5.11

SWR 2.5.12
The Instrument Control Software will control all instrument components and fulfil all the instrument control requirements.
Section 5.4 on page 50.

These requirements will be carried through into the Instrument Control Software detailed design, [RD10].

SWR 2.7.1.01

SWR 2.7.1.02

SWR 2.7.1.03

SWR 2.7.1.04

SWR 2.7.1.05

SWR 2.7.1.06

SWR 2.7.1.07

SWR 2.7.1.08

SWR 2.7.1.09

SWR 2.7.1.10
The guide sensor software will be designed to fulfil all the guide sensor requirements, including the required performance and update rate.
Section 5.6 on page 59.

These requirements will be carried through into the Wavefront Sensing Software detailed design, [RD10].

SWR 2.7.2.01

SWR 2.7.2.02

SWR 2.7.2.03

SWR 2.7.2.04

SWR 2.7.2.05

SWR 2.7.2.06

SWR 2.7.2.07
The LOWFS software will be designed to fulfil all the LOWFS requirements, including the required performance and update rate


SWR 2.7.2.01

SWR 2.7.2.02

SWR 2.7.2.03

SWR 2.7.2.04

SWR 2.7.2.05

SWR 2.7.3.06
The HOWFS software will be designed to fulfil all the HOWFS requirements, including the required performance.


SWR 2.8.01

SWR 2.8.02

SWR 2.8.03

SWR 2.8.04

SWR 2.8.05

SWR 2.8.06
The Maintenance Software will provide automated testing, monitoring, logging and calibration utilities as specified in the requirements.
Section 5.3 on page 49.

These requirements will be carried through into the Maintenance Software detailed design, [RD10].

2.2 Use Cases

The requirements stated in [AD1] are translated here into use cases. Use cases allow a software system’s functional requirements to be shown in a graphical way, which makes it easier to spot any requirements or modes of operation that have been overlooked. On the diagrams the stick men represent “actors” — users of systems which interact with the system in some way. The round bubbles represent functions, information or modes of operation available to those actors. Functions labelled “<<include>>” are compulsory whereas those labelled “<<extend>>” are optional.

The diagrams don’t show a functional breakdown of the software. Instead they show how the software appears to a user looking from the outside. Some of the software operations, such as the correction of wavefront errors, happen invisibly to the user and are not shown explicitly. (In this particular case the observer is interested in the quality of the observation being made, and an option to monitor the observation is shown on the diagram).
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Figure 1
Use Cases for Observation Preparation

Figure 1 above shows the options an observer has available when preparing an observation for the VISTA IR camera. The observer may:

· Select target objects to be observed (i.e. target fields for the VISTA IR camera)

· Select observing constraints such as desired seeing, phase of the moon, airmass, etc.

· Select instrument configuration (exposure time, filter, etc.)

· Select guide and WFS star candidates.

Selecting the target objects and guide stars involves interrogating catalogues, and the observer has the ability to interrogate the catalogues for other purposes as well.

Selecting observing constraints and instrument configuration requires the use of an exposure time calculator, which gives the exposure time required to reach a certain depth in given observing conditions. All the functions result in the generation of observation blocks to be submitted to the observing process.

Most of the tools shown here are already provided by ESO. The VISTA IR Camera needs to provide a description of the instrument and the exposure time calculator.
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Figure 2
Use Cases for Observing

Figure 2 above shows the cases relevant while observing with the VISTA IR Camera. The normal mode of observing will be queue scheduling, in which observation blocks are received from the Broker for Observation Blocks (BOB). The telescope operator can interact with BOB. The Observation Block is split into templates. Each template is verified to ensure it is valid and then executed to make an observation. During the process the VISTA IR software verifies that the pre-chosen guide stars are suitable, and if any guide star is found to be unsuitable the operator is given the chance to choose a new star. When an observation is made the telescope may be reconfigured, the instrument, wavefront sensors and detectors may be reconfigured and a sequence of exposures is always started. The exposure sequence results in raw observation data being written to the Data Flow System. Information is also written to the observation log. Note that an “exposure sequence” can include any science calibration data, such as dark frames, flat fields and sky frames needed by the observation.

The telescope operator can monitor the progress of an observation and can take direct control at any time — overriding the current observing block or directly controlling the observation. The telescope operator can also submit comments for inclusion in the observation log.

Note that the observer doesn’t appear on this diagram. It is ESO-VLT policy for observations to be controlled by the telescope operator rather than by a visiting observer. Some engineering functions don’t appear, but are described in the next diagram, Figure 3.

Figure 3 below shows the engineering functions that the VISTA IR Camera system must support. A telescope operator can:

· Run a beginning of the night systems check; which checks the instrument is functional and there is sufficient data storage space available for the night’s work. This check includes an instrument self-test.

· Directly control any of the instrument mechanisms or devices (although this is intended only as a last resort in case of problems).

· Monitor the status of the instrument and be notified of any alarms.

An engineer can:

· Run an automated setup procedure each time the instrument is fitted to the telescope. This check includes an instrument self-test.

· Interrogate the engineering log to follow up fault reports or monitor performance.

· Directly control any of the instrument mechanisms or devices, which includes the ability to position a mechanism arbitrarily.

· Monitor the status of the instrument and be notified of any alarms.

· Measure the instrument performance, which might involve:

· measuring detector cross talk;

· checking for electrical interference during detector readout;

· checking for light leaks and ghosts;

· measuring the detector dark current and saturation level.

· Calibrate the instrument, which may involve:

· calibrating the location of the rotator centre;

· calibrating the location of the detectors in the focal plane;

· calibrating the pixel readout ordering and timing of the detectors;

· calibrating the detector amplifier gain and linearity.

Note that the calibrations made by an engineer are tailored to calibrating the optical, mechanical and electrical properties of the instrument. These engineering calibrations are in addition to the nightly dark, flat-field and sky calibration frames made for observing.
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Figure 3
Use Cases for Engineering Functions

2.3 Data Handling and Data Rates

Most of the data handling in the VISTA environment will be carried out by the “VISTA Data Flow” Project, which is responsible for reducing the data, feeding back quality control information to the Telescope Operator and archiving the data. The VISTA Data Flow work is outside the scope of this document. The VISTA IR Camera is responsible for sequencing the observations, saving the raw data, and making sure there is sufficient calibration data for the raw data to be reduced.

Figure 4 shows the layout of the IR Camera focal plane, which contains 16 2K x 2K pixel science detectors in a 4 x 4 layout with a 90% spacing in the X direction and a 42.5% spacing in the Y direction (see the Technical Specification, [AD2], and also [RD5] and [RD6] for details).
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Figure 4
The IR Camera Focal Plane Layout (illustration only)

The VISTA IR Camera needs to make several overlapping exposures to fill in the gaps between the detectors — a technique known as “offsetting”. The shifts needed to fill the gaps are shown dotted in Figure 4. The offset pattern which results in the most efficient survey speed consists of a sequence of six exposures with offsets of 95% and 47.5% of the detector width. An example, illustrated in Figure 5, would be:

1. Go to coordinate (0.0, 0.0) detector widths. Integrate for T/2 seconds.

2. Offset telescope to (0.95,0.0) detector widths. Integrate for T/2 seconds.

3. Offset telescope to (0.0,0.475) detector widths. Integrate for T/2 seconds.

4. Offset telescope to  (0.95,0.475) detector widths. Integrate for T/2 seconds.

5. Offset telescope to (0.0,0.95) detector widths. Integrate for T/2 seconds.

6. Offset telescope to (0.95,0.95) detector widths. Integrate for T/2 seconds.

although the exact ordering of this sequence can be configured in the Observation Block and does not matter to the IR Camera software
. This will result in an integration of T seconds over most of the field (except for the 0.05 detector width overlap regions).
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Figure 5
VISTA IR Offsetting Pattern

The expected data rates for the VISTA IR Camera are governed by the following requirements (stated in [RD11] and [AD2]):

· The VISTA IR Camera must be capable of storing one full frame of raw data in 5 seconds (peak data rate).

· The VISTA IR Camera must be capable of storing one frame of raw data every 10 seconds for 14 hours (sustained data rate).

The following table, extracted from [RD15], shows the expected data rates and data storage required by the VISTA IR camera.

Property
IR Camera

Number of detectors:
4 x 4 = 16

Format:
2048 x 2048 pixels of 4 bytes

Size of one exposure:
268 Mbytes

Fastest exposure storage time:
5 seconds

Peak data storage rate required:
53.7 Mbytes / second

Maximum sustained exposure rate:
1 every 10 seconds

Sustained storage rate required:
26.8 Mbytes / second

Maximum observing duration:
14 hours

Expected data storage required per night.
1.35 TB

2.4 Hardware Environment

The VISTA IR Camera software will use the hardware architecture specified in [RD16] and [RD24], and will run on the IR instrument equipment described in the “VISTA Computer Hardware Architectural Design”, [RD15], which itself is based on the ESO-VLT network architecture described in [RD40].

Two types of computer are used to run VISTA instrument software: real-time “Local Control Units” (LCUs) situated in the VISTA enclosure; and Hewlett Packard workstations situated in the VLT control building. Detector controller components supplied by ESO, such as the IRACE or TCCD, may use their own special-purpose hardware. Figure 6 shows a provisional configuration of the hardware for the VISTA IR Camera, taken from [RD15] and based on the 1999 ESO-VLT standard (which uses 10 or 100 Mbps Ethernet and 155 Mbps ATM). It has already been demonstrated, in [RD15], that the 1999 ESO-VLT standard can support the challenging data rate of the VISTA IR Camera as long as multiple, parallel ATM interfaces are used. For example, the IRACE detector controller would need to use four number crunchers and four parallel 155 Mbps ATM interfaces to cope with the data rate using the present standard.

The VISTA project is awaiting future developments in the ESO-VLT standard, and it is possible that 622 Mbps or Gigabit Ethernet may replace the present standard by the time the VISTA IR Camera is constructed
. For this reason VISTA will be purchasing network equipment as late as possible, and the configuration of the network may change when the final choice of network equipment for VISTA is made. This may reduce the complexity of the IRACE interface but should not affect the IR Camera software design.
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Figure 6
A possible VISTA IR Camera computer and network configuration

The IR Camera hardware in Figure 6 falls into two branches:

1. The instrument hardware, which consists of:

· IR Instrument Workstation:
A Hewlett-Packard (HP) instrument workstation, running an exact version of HP-UX as specified by ESO in [RD38]. This workstation will host the instrument’s graphical user interface (GUI). The workstation in the final system must be sufficiently powerful to cope with the full data rate from the IRACE DCS hardware, since it is responsible for saving the raw data and constructing the data header.

· IR Instrument Control LCU:
A VME-based Local Control Unit, with a power PC processor running VxWorks, responsible for controlling the instrument mechanisms and sensors (see [RD33] for a detailed hardware description). This LCU only deals with occasional requests to change the instrument configuration, or regular updates to small amounts of instrument sensor data, so a standard ESO-VLT LCU should be more than adequate.

· IR Detector Control Hardware:
An IRACE detector controller, responsible for controlling the instrument’s science detectors, as described in [RD34]. This hardware needs to be sufficiently powerful to read out and (optionally) to coadd data from the detectors at the full data rate.

2. The wavefront sensing hardware, which consists of:

· Telescope/Guide Workstation:



A Hewlett-Packard workstation, running the same version of HP-UX as the IR Instrument Workstation. This workstation runs the telescope workstation software and will host the wavefront sensing system’s GUI. It may also be used to run on-line wavefront analysis utilities.

· Guide/WFS Detector Control Hardware:
An ESO SDSU-based “Technical CCD controller” (TCCD) (see [RD35]). This hardware is responsible for reading out the wavefront sensor detectors and providing image processing capabilities, such as image centroiding. It will also run the wavefront analysis algorithms.

Note: The “Image Analysis LCU” is no longer part of the standard ESO-VLT hardware  — the image analysis now being carried out on the TCCD controller hardware. The Telescope and Guide workstations have been combined into one workstation.

The VISTA IR Project will adopt a policy of purchasing these workstations as late as possible, to gain the maximum benefit from Moore’s law and the support for ESO-VLT software on better models of workstation. It is assumed that ESO will continue to support the ESO-VLT software on the workstations they recommend to us throughout the life of the VISTA IR project.

The mechanism control parts the VISTA IR Camera software are not expected to require any more resources than typical ESO-VLT instrument software, and it is expected the ESO-standard Instrument Control LCU will be more than adequate for the job. The most demanding aspect of the VISTA IR Camera software is the very high data rate (see section 2.3 on page 25), and the “IR Detector Controller Hardware” will need four of the standard “UltraSparc 60” number crunchers described in [RD34] to cope with this data rate, though it is possible that by 2004 these may be replaceable by a single more powerful computer. The “Instrument Workstation” also needs to be sufficiently powerful to process data at the full data rate.

The detailed hardware layout will be chosen after the LOWFS algorithm has been chosen and tested (see [RD9]).

2.5 Definitions

The following sections describe a set of instrument-wide definitions which all parts of the IR Camera software will conform to.

2.5.1 Instrument Focal Plane Coordinate System

The VISTA IR Camera must use the standard VISTA and ESO-VLT coordinate reference system, as specified in [AD2] and [RD39]. The VISTA IR Camera standard coordinate system is described in the “IR Camera System Design”, [RD4] .

The standard IR Camera coordinate system is defined so that the X‑Y plane of these reference axes coincides with the Cassegrain rotator plane. The X and Y axes are parallel to the detector grid axes and are defined such that:

· +X points towards the filter wheel;

· +Z points outwards from the instrument, and is in the optical axis;

· +Y completes the system in a right-handed sense.

The Z origin is displaced from the reference plane to lie on the nominal detector focal plane, i.e. the Z value at the reference plane is defined to be non-zero. The exact zero point displacement, Z0, is described in [RD4]
.

Figure 7 below shows how the standard (X,Y) coordinate system maps onto the focal plane of the IR Camera. The science detector chips are numbered 1 to 16. The other chips labelled “AG”, “L1” and “L2” show a possible layout of wavefront sensor chips, as projected onto the instrument focal plane. The origin of the instrument focal plane coordinate system is at the location of the optical axis
, and the standard focal plane units are millimetres.


[image: image8.wmf]X

To centre of

filter wheel

Y

Origin at

Cassegrain

rotator axis.

( 0,0, 0,0 )

13

9

5

1

14

10

6

2

15

11

7

3

16

12

8

4

L2

AG

AG

L1


Figure 7
The Standard Coordinate System at the Focal Plane

2.5.2 Coordinate System Transformations

The IR Camera software needs to be able to translate between these coordinate systems using the following coordinate transformations:

· (chip, column, row) on each science detector chip to and from (X,Y) on the instrument focal plane (taking into account the location and rotation of each science detector chip).

· (chip, column, row) on each wavefront sensor chip to and from (X,Y) on the instrument focal plane (taking into account the location and rotation of each detector chip). It has been demonstrated (see FEA model, [RD8]) there will be negligible flexure between these coordinates, so the transformation should be independent of instrument orientation.
· (RA, Dec) on the sky to and from (X,Y) on the instrument focal plane, given the (RA, Dec) of the telescope pointing. It is assumed that information from the Telescope Control System database will be available to calculate this transformation.
3 Context

3.1 System Boundaries
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Figure 8
The VISTA IR Software Context

Figure 8 shows the Yourdon data flow diagram describing the VISTA IR software context based on the VISTA software architecture described in [RD14]. The instrument system receives observation blocks from the ESO-VLT observation handling system, under the supervision of the telescope operator. The instrument system controls the wavefront sensors, instrument mechanisms/sensors and the instrument (science) detectors, and it also commands the telescope control system and sends wavefront corrections to the telescope control system. The observations generate raw data, headers and log files, which are written to a data store. The VISTA data flow system is responsible for processing that data and producing quality control information.

3.2 External Interfaces

The VISTA IR software has the external interfaces described in the following sections.

3.2.1 VISTA IR Camera system to ESO-VLT Observation Handling System

This interface is defined in [RD41] and consists of all the information the VISTA IR project needs to supply to the ESO-VLT observation handling system for the construction of consistent Observation Blocks. This information is described by the following deliverable documents:

· The instrument templates and template signatures

· The instrument description and calibration database

· The VISTA IR Camera command description tables

The information that needs to be present in a VISTA IR Camera Observation Block is listed in appendix 1 on page 72.

3.2.2 VISTA IR Camera system to ESO-VLT telescope operator

· This interface consists of all the user interfaces, commands, procedures and status information available to the telescope operator, and will be documented in the “VISTA IR Camera Software User Manual”, to be supplied with the software.

3.2.3 VISTA IR Camera system to VISTA Telescope Control System

The VISTA Telescope Control System (TCS) will be based on the existing ESO-VLT TCS described in [RD26] and will have very much the same interface with a science instrument. The exception in the case of VISTA is that the wavefront sensing components are regarded as being part of the instrument system rather than the telescope system. It is expected that, although the wavefront sensing systems are physically located within the VISTA IR Camera, they can be implemented by reusing existing ESO-VLT telescope components and will behave as though they are still part of the TCS (see section 4.2 on page 38 for details). The VISTA IR Camera to VISTA TCS interface therefore contains an additional component describing the wavefront information provided by the instrument, which is specified in the interface control document [RD44].

Information passed between the IR Camera software and VISTA TCS software falls into the following categories:

· Top level telescope control commands and responses exchanged with the “telescope interface” (tif) module within the VISTA TCS.

· Acquisition and guiding commands and responses exchanged with the “autoguiding control” (agws) module within the VISTA TCS (see [RD27]).

· Low order wavefront sensing commands and responses exchanged with the “active optics control” (actconControl) module within the VISTA TCS (see [RD28]).

· Telescope status and database information obtained using the TCS “Data Query Library” or mapped through the CCS scan system (e.g. using the tifTCS_PUBLIC database class described in [RD26] )

· Guide corrections delivered to the TCS axis control module in the form specified in [RD44].

· Wavefront information delivered to the TCS “active optics control” module in the form specified in [RD44].

The VISTA IR Camera assumes that the following operations will be possible over the TCS interface:

· Supply to the TCS the required (RA, Dec, Epoch, Equinox) of a pointing centre, plus the position angle of the instrument Y axis. The TCS responds by pointing so the required field centre falls on the focal plane at the rotator axis.

· Supply to the TCS the required (RA, Dec, Epoch, Equinox, Proper motion, Colour and X,Y pointing origin) of an object to be acquired. The TCS responds by pointing so the specified object falls at the specified (X,Y) on the focal plane.

· Offset the TCS to a new pointing centre while adjusting the position angle on the sky so as to allow a seamless overlap in (X,Y) (to allow accurate dithering and offsetting – section 2.3). This will be especially important when observing near the celestial pole.

· Offset the TCS to a new rotator angle while keeping the other pointing parameters fixed (for calibrating the location of the rotator centre).

· Obtain from the TCS the current altitude and azimuth of the telescope (if required for flexure correction).
· Obtain from the TCS database sufficient information (e.g. pointing direction, rotator angle, plate scale, etc.) to derive a mapping of each science detector pixel into (RA, Dec), and hence be able to store World Coordinate information along with the data.
· Obtain from the TCS database sufficient information (as above) to be able to derive a mapping between (Xg, Yg) on each wavefront sensor detector and (RA, Dec) on the sky, so that guide offsets may be converted from (ΔXg, ΔYg) into (ΔRA, ΔDec).
· Obtain from the TCS FITS header information describing the observing conditions (e.g. airmass, moon phase, angular distance from the moon) at the beginning and end of each observation.
· Instruct the TCS to drift at a specified non-sidereal rate specified as a (ΔRA/s, ΔDec/s). This is needed for open loop tracking of a non-sidereal object.

· Supply to the TCS guiding corrections in the form of (ΔRA, ΔDec).
· Supply to the TCS low order wavefront corrections in the units specified in [RD44].
· Supply to the TCS high order wavefront corrections in the units specified in [RD44].
· Supply to the TCS a focus offset for the currently selected science filter.
The TCS commands that can be used to achieve these objectives are listed in appendix 2 on page 76, and a more detailed description of the TCS interface may be found in [RD44].

NOTES:

The IR Camera software design makes the following assumptions:

· The IR Camera software is not responsible for correcting any flexure between the instrument focal plane and the sky. It is assumed that the VISTA TCS will be responsible for maintaining a pointing model that includes this flexure.

· The IR Camera software is responsible for correcting any flexure between the science detectors and wavefront sensor detectors. The FEA analysis [RD8] suggests that this flexure will be negligible, but if any flexure is measured the compensation will be implemented in the wavefront sensor image analysis modules.

3.2.4 VISTA IR system to Data Flow System

Information about this interface falls into the following categories:

· Format of raw data.

· Format of header information supplied with the raw data.

· Format of observing logs and any other ancillary information saved alongside the data.

The interface is described in [RD42] and [RD43] and a final version will be documented in an “IR Camera Data interface dictionary”, [RD45]. An initial draft of the instrument contribution to the data interface dictionary may be found in appendix 3 on page 79.

4 Software Architecture

4.1 Major Software Subsystems

Figure 9 below shows the breakdown of the VISTA IR software. The “Broker for Observation Blocks” (BOB) is responsible for sequencing the Observation Blocks supplied by the Observation Handling System, and will be supplied by ESO. The VISTA IR software consists of the following subsystems:

· The Broker for Observation Blocks (BOB) is an existing ESO-VLT software utility which handles the Observation Blocks supplied by the Observation Handling System and controls the instrument’s Observation Software. Its behaviour is configured by providing it with IR Camera templates, template signatures, sequencer scripts and instrument setup files

· The Observation Software (OS) is responsible for sequencing all the instrument components, together with the telescope control system, in response to commands  and parameters received from BOB or commands received from the telescope operator. It is also responsible for writing observation logs and ensuring that all the appropriate header information is stored along with the data.
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Figure 9
Architecture of the VISTA IR software

· The Maintenance Software (MS) is an Observation Software add-on capable of testing and calibrating all the instrument components. It is commanded directly by an instrument engineer and is not normally used while observing.

· The Guide/WFS System is responsible for controlling all the wavefront sensor detectors, analysing the images from those detectors and sending wavefront corrections to the Telescope Control System. The “synch” link between the DCS and Guide/WFS System allows for the possibility of synchronising the WFS detectors to prevent them readout out at the same time as the science detectors (in case of EM interference – this is TBD). The Guide/WFS System can also write WFS data (raw WFS data and/or wavefront information) to the data store. This system is expanded in more detail in Figure 10 on page 39.

· The Instrument Control Software (ICS), responsible for controlling all the instrument mechanisms and lamps, controlling the detector temperature, and reading the status of all the instrument sensors.

· The Detector Control Software (DCS), responsible for controlling the instrument science detectors and obtaining the raw data. 

The functions of the instrument subsystems are described in more detail in section 5 on page 48. All the instrument subsystems are capable of writing diagnostic information to an engineering log file, which is not shown on the data flow diagram.

4.2 Guide/WFS Software Architecture

The Guide/WFS System is shown in more detail in Figure 10 on page 39 (see also the description in [RD44]). This system needs a more detailed description because its structure affects the external interface with the VISTA Telescope Control System and also identifies ESO-VLT software components that may be reused. The boundary between the IR Camera and VISTA Telescope software is indicated on the diagram with a dotted box enclosing those modules contributed by the telescope software. The subsystems shown on this diagram are as follows:

· The Observation Software (OS) is the same system previously described on Figure 9. The Observation Software supplies information about the candidate guide stars to the telescope software, which then controls the wavefront sensors.

· The Telescope Interface and Preset corresponds to the “tif” and “preset” modules within the VISTA telescope software. The Observation Software supplies these modules with information about the candidate guide stars, and the modules are then responsible for controlling the instrument wavefront sensors. They also provide the telescope operator with a user interface through which the best guide stars can be selected when necessary. The process is described in more detail in [RD44].
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Figure 10
The Structure of the Guide/WFS Subsystems

· The Autoguiding Control (agws) corresponds to the autoguider control module within the VISTA telescope software, based on existing ESO-VLT autoguider [RD27]. It is responsible for coordinating the autoguider detector control and image analysis software. One major difference between VISTA and the ESO-VLT is that the latter has a single moveable guide probe whereas the VISTA IR Camera has two separate fixed guide sensors. In the VISTA case the positioning of a guide probe is equivalent to defining which guide sensor is being used, and the location of the region of interest upon that sensor.

· The TCCD for Guide Sensor is the detector controller for the guide sensor. This will be a standard ESO-VLT technical CCD controller. A single TCCD controller can control both autoguider chips.

· The Guide Image Analysis (agServer) is the process responsible for processing the guide images and generating guide corrections in (RA, Dec). The ESO-VLT Telescope Control System contains a subsystem called “agServer” which could be adapted for use by the VISTA IR Camera.

· The Active Optics Control (actcon) corresponds to the active optics control module within the VISTA telescope software, based on the existing ESO-VLT active optics module “actconControl” [RD28]. It is responsible for coordinating the low order wavefront sensor (LOWFS) detectors and image analysis modules. The ESO-VLT active optics module uses exactly the same guide star as the autoguider module, whereas the VISTA active optics module will need to have the ability to select different reference stars.

· The TCCD for LOWFS is the detector controller for the two LOWFSs. This will be two standard ESO-VLT technical CCD controllers — each controller responsible for the two chips belonging to one LOWFS.

· The LOWFS Image Analysis (actServer) is the process responsible for processing the LOWFS images and generating low order wavefront information. The ESO-VLT Telescope Control System contains a subsystem called “actServer” which could be adapted for use by the VISTA IR Camera — see [RD28].

· The High Order Wavefront Sensor is handled differently. Detector Control Software (DCS) is the standard science detector controller (also copied from Figure 9), which in this case can be configured by the Observation Software to make a HOWFS exposure, which is stored to disk.

· The HOWFS Image Analysis process reads a HOWFS image from disk, calculates the high order wavefront information and returns this information to the Observation Software, which sends it to the TCS. Unlike the other two WFS modules, this process is commanded directly by the Observation Software

The figure also shows the split between the subsystems implemented by the UKATC and by Durham and the subsystems which form part of the VISTA TCS. The interface control document [RD44] describes the structure of the wavefront sensing system and the TCS to VISTA IR software interaction in more detail.

4.3 Distribution of Software Systems on the VISTA IR Hardware

The following table shows the relationship between the VISTA IR software modules described in Figure 9 and Figure 10 and the hardware described in Figure 6. It also shows who is expected to implement the software.

Software component
Implemented by
Hardware on which component runs
Comments

Broker for Observation Blocks (BOB)
ESO
IR Instrument Workstation.
BOB needs configuring with templates and sequencer scripts.

Observation Software (OS)
VISTA IR (UKATC)



Maintenance Software (MS)
VISTA IR (UKATC)



Observer Support Software (OSS)
ESO with enhancements by VISTA IR project (UKATC) and VISTA Data Flow project.
Any workstation.
This software can be run at an observer’s own home institution.

Detector Control Software (DCS)
ESO
IR Detector Control Hardware (IRACE).
The DCS user interface runs on the IR Instrument Workstation.

Instrument Control Software (ICS)
VISTA IR (UKATC)
IR Instrument Control LCU.
The ICS user interface runs on the IR Instrument Workstation.

Autoguiding Control (agws)
VISTA TCS
Guide/Telescope Workstation.


Active Optics Control (actconControl)
VISTA TCS



TCCD for Guide Sensor
ESO
Guide sensor TCCD hardware (one unit).
ESO-VLT Technical CCD Controller SDSU hardware

TCCD for LOWFS
ESO
LOWFS TCCD hardware (two units).


Guide Image Analysis (agServer)
VISTA IR (Durham)
Guide sensor TCCD hardware.
Some guide functions, such as centroiding, are already provided by the TCCD controller.

LOWFS Image Analysis (actServer)
VISTA IR (Durham)
LOWFS TCCD hardware.
Some of the LOWFS functions may be very CPU and memory intensive and require more powerful hardware. This is TBD.

HOWFS Image Analysis
VISTA IR (Durham)
IR Instrument Workstation.
Note that it is not straightforward to transfer data between the Instrument and Telescope workstations. The HOWFS data is sent to the TCS using a command.

4.4 Standard ESO-VLT States and Commands

4.4.1 Standard States

All subsystems using the ESO-VLT common software have standard states as specified in [RD23] and [RD24]. The ESO-VLT standards are fairly flexible about what the states actually mean, but all subsystems must recognises the states and have standard commands to switch between them. The main standard states are illustrated in UML notation in Figure 11 below, and are as follows

· OFF:


The software is non functional or not available. Its hardware might be switched off or may be in a transition state in which it is still booting. A higher level software system might report “OFF” when it gets no response from an underlying subsystem (equivalent to the “DISCONNECTED” state used for Gemini subsystems).

· LOADED:

The necessary software has been loaded but some software and/or hardware is in an undetermined state. For the VISTA IR software this state will be used to represent instrument control software whose mechanisms have not yet been datumed (i.e. reference point not yet found).

· STANDBY:
Everything is needed for normal operation. All software and hardware has been initialised and is in a known state (i.e. all mechanisms datumed, all encoders initialised etc.). Hardware control is disabled in this state. This state is normally used for the daytime wait and the software must put all hardware into a state where it can wait for long periods (e.g. switch off lamps, close shutters, etc.).
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Figure 11
Standard States of an ESO-VLT Software Subsystem
· ONLINE:

The normal state for night time operation. The software is fully operational and ready for use.

· STAND-ALONE:
A special state similar to ONLINE, not shown in Figure 11, in which additional commands are available for engineering and maintenance.

Note that there are also some minor sub-states within the major states. When first booted the software is uninitialised and may be initialised with the INIT command, as shown within the LOADED state.  The “H*” symbol on the figure means that the system remembers whether it has been initialised. It is normal practise never to send an INIT alone but to follow it with a STANDBY or ONLINE command. Within the STANDBY and ONLINE states the software can be stopped or can be actively doing something (moving or configuring). It is normal practice to send a STOP command to stop this activity before using the OFF command.

Besides the main states, ESO-VLT software can also be used in simulation mode when all the hardware is not available.  Figure 12 shows how the simulation mode is changed with the SIMULAT and STOPSIM commands. The main thing to note here is that whenever the simulation mode is changed the software goes back into the LOADED state. This is to ensure that the hardware is always reinitialised after using simulation mode.
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Figure 12
Changing the Simulation Mode of an ESO-VLT Subsystem
4.4.2 Main State Transition Commands

The ESO/VLT software documentation defines the following state changing commands which all subsystems must recognise. Their effect is also shown on Figure 11 and Figure 12. Note that ESO-VLT commands are alphanumeric and cannot be longer than 7 characters:

· INIT:


Initialise the subsystem (without moving any mechanisms). The VISTA IR software will use this command to initialise the hardware and (re)load calibration and configuration files. Note that INIT is normally immediately followed by STANDBY or ONLINE.

· STANDBY:
Set the subsystem into the STANDBY state. For the VISTA IR software this will involve datuming all the mechanisms and initialising the hardware. Mechanisms can move in response to this command.

· ONLINE:

Set the subsystem into the ON-LINE state. The STANDBY to ONLINE transition is expected to be relatively quick (for example switching on lamps or opening shutters) and not involve any significant motor movement, although this is just a recommendation.

· OFF:


Set the subsystem into the LOADED state. Hardware devices are switched off. It is normal practice to issue a STOP command before OFF.

· EXIT:


Terminate the software application.

· SIMULAT:
Put subsystem into simulation mode. The VISTA IR DCS, ICS and Guide/WFS subsystems will simulate communication with their underlying hardware in this mode. The VISTA IR OS will simulate its interfaces to the underlying subsystems and can run stand-alone on the instrument workstation in this mode.

· STOPSIM:
Exit simulation mode. The software begins controlling real hardware/subsystems again. The software always switches back to the LOADED state to ensure the hardware is reinitialised.

· STOP:


Stop the current action carried out by the subsystem. All moving mechanisms are stopped and any integrations being made on the detectors are stopped.

4.4.3 Other Standard Commands

All VISTA IR subsystems must also recognise the following standard commands:

· SELFTST:

Run a self-test on the subsystem. For safety reasons no mechanical components are allowed to move during this test.

· TEST:


Perform a complete test of the software subsystem and the hardware devices it is controlling. In this test mechanical components are allowed to move. This command is mandatory on LCUs only.

· STATUS:

Return the status of the subsystem. The information returned depends on the subsystem (e.g. mechanism positions, detector temperature, etc.).

· STATE:

Return the state of the subsystem (LOADED, STANDBY or ONLINE). For obvious reasons, a subsystem can never report its own state as OFF.

· VERBOSE:
Put the subsystem into verbose mode (for debugging). Reversed by VERBOSE OFF. This command affects the system only at the level the command is received and is not propagated into lower level subsystems.

· VERSION:
Return the version of the application software running on the subsystem.

Software must also recognise these standard signals:

· KILL:


Terminate the process. Equivalent to an EXIT command.

· BREAK:

Stop the current action. Equivalent to a STOP command.

4.4.4 Optional Commands

The ESO-VLT documentation defines the following optional commands. If the VISTA IR software uses any of these commands the meaning should be as follows:

· CHECK:

Check if the last action has finished. A VISTA IR Camera subsystem will respond “false” whenever a command is active (mechanism moving or detector integrating or reading out, etc.) and “true” when idle.

· WAIT:


Wait for the last action to finish. A VISTA IR Camera subsystem will not respond until its activity becomes idle.

· DISABLE:
Disable access to hardware. This command adds complexity to the higher level software, so the VISTA IR Camera will not use it.

· ENABLE:

Enable access to the hardware. This command adds complexity to the higher level software, so the VISTA IR Camera will not use it.

· FIXED:

Fix the position of the hardware. Again this command adds complexity (and may not be reversible) so the VISTA IR Camera will not use it.

· GET:


Get the current state of a device or parameter (parameters can be set with the SETUP command).

· MOVE:

Move to a given absolute position. The VISTA IR Camera ICS will use this command to move the filter wheel to a given position.

· MOVEREL:
Move to a given relative position. This command could be used by the VISTA IR ICS to offset the filter wheel position by small amounts for calibration or testing purposes.

· SETUP:


Set a device or parameter into a specified state. The VISTA IR Camera will use this command to configure the instrument, such as select a filter or to set a detector temperature. Parameters can be read back using the GET command.

· HANDSET:
Set the device into handset mode. The VISTA IR Camera could use this command to allow the filter wheel to be positioned by an engineer using a handset during maintenance

· HSETOFF:
Exit handset mode.

The VISTA IR Camera can define other commands provided each command name is an upper case alphanumeric string up to 7 characters long and obeys the naming convention described in [RD23].
4.5 Internal Interfaces

The VISTA IR software has the following internal interfaces.

4.5.1 Observation Software to Instrument Control System

This interface carries:

· commands to and responses from the Instrument Control System

· instrument configuration parameters

· status information about the Instrument Control System.

ESO do not describe this interface explicitly, but a general description may be found in [RD24]. It will be documented in the Instrument Control System command definition table.

All Instrument Control System commands are described in section 5.3 on page 49.

4.5.2 Observation Software to Detector Control System

This interface carries:

· commands to and responses from the Detector Control System

· detector configuration parameters

· status information about the Detector Control System.

The IR Camera uses an IRACE DCS and its interface is documented in [RD34]. The Detector Control System functions are described in section 5.4.4 on page 54.

4.5.3 Observation Software to Guide/WFS system

This interface carries:

· HOWFS configuration and control commands;

· interlock demands to the whole Guide/WFS system;

· a detector synchronisation signal (TBD) to prevent the AG and LOWFS detectors reading out at the same time as the science detector;

· status information about the entire Guide/WFS System.

Other wavefront sensing configuration information is sent via the TCS, as described in appendix 2 on page 76.

This interface is unique to the VISTA instruments, but is similar to other subsystem interfaces described  [RD24]. The other wavefront sensing interfaces are documented in [RD44].

All Guide/WFS System commands are described in section 5.5.1 on page 57.

5 Software Functionality

5.1 Observer Support Software

The Observer Support Software must fulfil all the requirements described in [AD1] (SWR 2.3…).

This software consists of the following stand-alone tools, which may be used by the observer prior to and during an observing run. The observer support tools will be provided by ESO. The VISTA IR Camera work consists of developing the files and documents that these tools require.

Phase II Proposal Preparation tool (P2PP) — allows an observer to prepare Observation Blocks for later submission to BOB. This tool requires:

· an instrument description and calibration database;

· test and calibration data supplied with the instrument;

· guide star and reference object catalogues;

· instrument template signatures (for automated procedures);

· a data interface dictionary (for access to archived exposures).

Exposure Time Calculator — allows an observer to specify a desired magnitude depth and calculate a suitable exposure time. This tool requires:

· an instrument description.

Much of the information needed will be determined as part of the design of the Observation Software. It is possible that P2PP may need to be extended to add the ability to determine survey strategies, but any work on P2PP is beyond the scope of the VISTA IR project.

5.2 Observation Software (OS)

5.2.1 OS Software Functions

The requirements on the Observation Software are described in [AD1] (SR2.4…). This is the highest level module specific to the IR Camera. Its role is to coordinate the actions of all the other IR Camera software modules, the TCS and the data handling in response to the commands and parameters that it receives from the higher level software. Within the VISTA IR Camera it shall:

· execute commands/parameters received from BOB or from the operator;

· allow the telescope operator to interrupt an observation and/or submit a new one directly;

· configure the instrument hardware via the ICS;

· control the operation of the telescope via the TCS;

· control the acquisition of science and calibration data via the IRACE DCS

· forward guide and reference star candidate information to the TCS;

· forward guider and LOWFS configuration information to the TCS;

· coordinate the IRACE DCS and HOWFS image analysis subsystems;

· ensure ancillary data is included in the FITS headers;

· provide a graphical user interface for the operator;

· generate observation logs.
5.2.2 OS Software Commands

The OS obeys the standard state changing commands described in sections 4.4.2 and 4.4.3 on page 44. Its other functions are triggered through commands and parameters received from BOB or from the operator. The commands which BOB sends to the OS are contained in templates and sequencer scripts, which are extracted from an Observation Block. The proposed contents of an Observation Block are listed in appendix 1 on page 72.

5.3 Maintenance and Verification Software (MS)

5.3.1 MS Software Functions

The requirements on the Maintenance and Verification Software are described in [AD1] (SR2.8…). The system labelled “MS” in the data flow diagram (Figure 9 on page 37) replaces the Observation Software whenever it is necessary to carry out any off-line testing or maintenance on the instrument. It carries out any maintenance functions that require coordination between more than one instrument LCU. The VISTA IR Maintenance and Verification software shall:

· have the ability to read out any window on any single science detector and save the resultant image to a file;

· provide a utility to measure the location of the centroid of a star image falling within a window on a science detector;

· provide a utility to calibrate the location of the rotator centre;

· provide a utility to calibrate the focus offset of each science filter;

· provide a utility to calibrate the spatial location of the science detectors;

· provide a utility to calibrate the spatial location of  the WFS detectors;

· provide a utility to measure detector cross talk;

· provide a utility to check for electrical interference between mechanism control and science detector readout;

· provide a utility to check for electrical interference between WFS detector readout and science detector readout;

· provide a utility to find bad detector pixels;

· provide a utility to measure the detector dark current, gain, linearity and saturation;

· provide a utility to check for light leaks, ghost images and detector remnants;

· provide automated test procedures for verifying the health and functionality of the entire instrument.

These high level utilities are in addition to the maintenance facilities that are provided with the rest of the software, which are described in section 7.2 on page 71.

Any calibration information (such as the rotator centre) supplied to the VISTA TCS will be documented in the “IR Camera to VISTA Telescope Control System” ICD, [RD44].

NOTE: It is assumed that providing MS software purely for telescope calibration (e.g. for calibrating the telescope pointing or debugging rotator problems) is outside the bounds of the VISTA IR Camera project. The IR Camera software can be used as a data acquisition tool by the telescope maintenance software, using its ability to read out any window from any science detector and determine star centroids. The VISTA telescope software is responsible for calibrating the pointing model and troubleshooting telescope problems.

5.4 Instrument Control (ICS)

5.4.1 ICS Software Functions

The requirements on the Instrument Control Software are described in [AD1]. The ICS must include functions to:

· Datum the filter wheel mechanism (i.e. find its reference point and determine the zero point for its coordinate system);

· Read pre-existing calibration tables describing:

· The position in motor steps corresponding to each filter slot;

· The ID of the filter installed in each filter slot;

· The ID, density and focus offset associated with each named filter.

· Put a named filter or filter with a certain ID in the beam, selecting from one of the following movement modes:

· use the shortest path;

· use the path containing filters of the highest density;

· Put an intermediate filter in the beam, tilted a specified angle from the mid point (to allow an intermediate filter to be positioned over a particular detector).

· Return the focus offset associated with a particular filter;

· Calibrate the filters currently loaded into the instrument by moving to each filter slot in turn, reading the filter identification device (TBD) and generating a table of filter ID vs. filter slot, which can be saved as a calibration table. (Note added after PDR: The filter identification device will probably be removed from the detailed design, so this calibration operation will not be necessary – it will have been done manually by the engineer loading filters into the instrument.)
· Stop moving (for engineering and safety);

· Return the values sensed by the instrument temperature and pressure sensors;

· Switch the instrument heaters and coolers on/off (if needed — TBD).

· Report the status of instrument heaters and coolers (TBD).

· Report an alarm on detection of any abnormal condition.

· Set the target detector temperature in the detector temperature controller.

· Switch the wavefront calibration source on/off (if needed — TBD).

This software must also include low-level engineering and maintenance utilities to:

· Test the presence of the motor control and sensor hardware and the correct functioning of all the device drivers without any motor movement.

· Run a more rigorous self-test which tests the motors, all the microswitches and filter identification devices. Motor movement is allowed. See section 5.4.4 on page 54.

· Move the filter wheel to a particular motor step;

· Put a particular filter slot in the beam;

· Put a particular filter slot in the filter load position;

· Calibrate the motor step position needed to centre each filter slot in the beam, or put it in the filter load position, and save this as a calibration table;

· Calibrate the location of each filter “in position” switch.

· Read the filter identification device of the filter currently in the beam (if it exists - TBD).

· Calibrate the range of positions over which each filter identification device can be read successfully.

· Edit the calibration table which translates filter names into ID, density and focus offset.

· Return the status of all the filter wheel microswitches;

· Set any calibration parameters associated with the instrument sensors or with the detector temperature controller.

5.4.2 ICS Database Requirements

Every filter tray must have a unique ID (regardless of whether there is or is not a device for automatically reading that ID). The filter tray must also have a name that is meaningful to an observer (e.g. “Ks”) and can be used by the observer to select that particular set of filters during observation preparation. The VISTA IR software must arrange for both the filter name and filter ID to be written to the FITS header of the data.

The filter name identifies the scientific properties of a particular set of filters, but the ID must be completely unique. If any filter is changed, or even if the filters within a tray are moved around, the resultant set of filters must be given a different ID. A filter database will be used to keep a record of any alterations made to the science filters. This will allow anyone extracting VISTA data from an archive to discover exactly which combination of filters were used.

A database will also store the density and focus offset for the filters — the density being used by the VISTA IR software to avoid the clearest filters, and the focus offset being used to set the telescope focus whenever a new filter is placed in the beam.

There will also be a calibration database — storing the motor step positions required to place each filter slot or intermediate filter into the beam or into the load position.

5.4.3 ICS Software Commands

The ICS will obey all of the standard commands listed in sections 4.4.2 and 4.4.3 on page 44 and will also obey some specific commands of its own, as described in the following tables. Any standard commands not mentioned in the tables have exactly the same meaning as described in sections 4.4.2 and 4.4.3:

5.4.3.1 ICS Standard Commands (provisional list)

Command
Parameters (if any)
Description for ICS

INIT

Read filter slot to motor step, filter ID to  slot and filter name to ID and focus lookup tables (see DEFINE, STORE and UPDATE).

STANDBY
park
Datum the filter mechanism. Park the filter mechanism if the park flag is set.

ONLINE

Power up the motors (if necessary).

OFF
reboot
Power down the motors (if necessary) and shut down the system. Reboot the LCU if the reboot flag is set.

EXIT

Terminate the application and shut down the LCU.

SIMULAT

Put the ICS into simulation mode. The motor hardware, sensors and detector temperature control will be simulated.

STOPSIM

Exit simulation mode. The motor hardware, sensors and detector temperature control will be accessible once more but the filter wheel will need datuming again.

STOP

Stop filter wheel movement immediately.

SELFTST

Check the motor hardware is present and the drivers is functioning correctly. Check that all sensors are operating normally. No movement is allowed.

TEST

Perform a complete test — moving the filter wheel and checking that all microswitches are functioning correctly.

STATUS
filter | slot | position | sensors | switches
Return the current filter ID, slot number, position in motor steps, microswitch status and/or sensor values.

5.4.3.2 ICS specific commands (provisional list)

Command
Parameters (if any)
Description for ICS

GET
filter  | slot | position
Get the current position of the filter wheel, returned either as the id of the currently-selected filter, the number of the currently selected filter slot, or the current position in motor steps.

SENSE
sensor
Get the values recorded by the instrument sensors.

FOCUSOF
(filter id)
Return the focus offset of the currently selected filter, or the specified filter if one is specified.

MOVE
position
Move the filter wheel to a given absolute position in motor steps.

MOVEREL
offset
Offset the filter wheel by a given number of motor steps (used for calibrating the filter wheel).

SETUP
filter id | slot n | load n
Move the filter wheel to place the selected filter in the beam, or move the wheel to place a particular slot in the beam, or move the wheel to place a particular slot in the load position.

DEFINE
slot n
Define the current motor position as the correct position for slot n (used for calibrating the filter wheel).

STORE
filename
Save the current motor position vs. slot number lookup table to disk. (A combination of DEFINE and STORE can be used to calibrate the filter wheel).

IGNORE
device
Declare to the software that a particular (non essential) instrument device is broken and should be ignored. For example, this can be used to continue operating with a faulty filter identification or in-position device.

READ

Read the filter identification device and report the status.

SETTEMP
temperature
Set the detector temperature target.

GETTEMP

Get the current detector temperature.

UPDATE (TBD)
filename
Read all the filter identification devices and store a lookup table of filter ID against slot number. (TBD – this command will probably disappear in the detailed design)

CHECK

Return true as long as the filter wheel is idle.

WAIT

Wait until the filter wheel is idle.

5.4.4 ICS Test Utilities

The following utilities will be provided for testing the instrument mechanisms. These tests can be tried at different temperatures and gravity vectors and repeated at different times to record the performance of the instrument.

5.4.4.3 Filter wheel reference switch test

Datum the filter wheel, which involves moving the filter wheel and searching for the reference switch. Log the time.

5.4.4.4 Filter wheel switch operational range test

The operational range of a switch can be determined by running the following test:

1. Move the filter wheel to a position known to be just short of a switch and log the initial position in motor steps. Log the time.

2. Move the filter wheel forwards by one motor step, record the motor position and the status of the switch. Log the time.

3. Repeat step 2 a specified number of times (enough to pass right through the operational range of the switch).

4. Log the positions in motor steps where the switch transitions from open to closed and from closed back to open again.

Any drifts in the position of the switches with temperature, gravity vector or time can be checked for by repeating the test.

5.4.4.5 Filter wheel motor and in-position switch test

Assuming the filter wheel has been datumed, the following procedure will test the correct operation of the motors and in-position switches:

1. Move a filter slot into the beam and log the position in motor steps. Log the time.

2. Check that the in-position switch signal is as expected and log the result.

3. Move to a position half way between two filter slots and log the position in motor steps. Log the time.

4. Check that the in-position switch signal is as expected and log the result.

5. Repeat from step 1 until all the filter slots have been tested.

Write the results to a log file.

5.4.4.6 Filter wheel performance test

Assuming the filter wheel has been datumed and the in-position switches are working, the following procedures will verify its performance:

1. Move the first filter slot into the beam and log the position in motor steps. Log the time.

2. Check that the in-position switch signal is as expected.

3. Move forwards to the next adjacent filter slot and time how long this takes, logging the position in motor steps and the time taken.

4. Repeat step 3 until all the filter slots have been tested.

5. Calculate the average time taken to move between adjacent filter slots and log the result.

6. Repeat the above procedure, only moving the filter wheel backwards. Log the new results.

7. Move the first filter slot into the beam and log the position in motor steps. Log the time.

8. Check that the in-position switch signal is as expected.

9. Move forwards a complete revolution until the first filter slot is back in the beam and time how long this takes, logging the new position in motor steps and the time taken.

10. Move backwards a complete revolution until the first filter slot is back in the beam and time how long this takes, logging the new position in motor steps and the time taken.

5.4.4.7 Filter identification device test (TBD)

Assuming the filter wheel has been datumed, the following procedure will test the correct operation of the filter identification devices:

1. Move a filter slot into the beam and log the position in motor steps. Log the time.

2. Check that the in-position switch signal is true.

3. Read the filter identification device and log the result.

4. Look up the filter ID in the database and ensure it corresponds to a valid filter.

5. Repeat from step 1 until all the filter slots have been tested.

6. Compare the resultant mapping of filter IDs to filter slots with the previous test and look for any changes. (If no filters have been loaded or unloaded any changes may be caused by filter ID read problems).

This test will not be needed if the filter ID device is removed from the detailed design.

5.4.4.8 High level filter wheel performance test

The high level functions of the filter wheel can be tested by repeatedly choosing a random filter, timing how long the movement takes, checking the in-position switch, waiting a short period and choosing another random filter — repeated as many times as necessary.

5.4.4.9 Instrument sensor test

Utilities will be provided which take regular readings from the instrument sensors and record those readings, together with time stamps, in a log file. The logs can be used to record trends in sensor readings (for example, trends in instrument temperatures). Time stamps in the logs can be matched with time stamps logged by other test utilities to correlate results with instrument sensor readings (for example, to correlate drifts in filter switch position with temperature).

5.5 Detector Control (DCS)

The science detector controller is to be supplied by ESO and will be an IRACE system, [RD34], configured to our requirements, which are listed in [RD2]. The DCS must include functions to:

· Define the properties (e.g. name and size) of the detectors used by the VISTA IR Camera.

· Set the detector controller readout mode and readout speed;

· Set the detector controller number crunching mode (i.e. the number of exposures to be differenced or coadded).

· Set the exposure time.

· Enable or disable any combination of the 16 detectors (to allow one detector to be read out for high order wavefront sensing or any broken detector to be disabled) (TBC — see below);

· Define a region of interest (xmin, xsize, ymin, ysize) on a detector;

· Start an exposure (or coadded/differenced series of exposures).

· Finish an exposure (or series of exposures).

· Abort an exposure (or series of exposures) immediately.

· Specify the name and location of each raw data file.

· Add parameters to the FITS header.

· Get the detector controller status.

NOTE added after PDR: The ability to enable or disable detectors depends on the capabilities of the underlying electronics. Although the standard ESO-VLT IRACE electronics clocks all the detectors simultaneously, the fanout boards used with the IR Camera will have the ability to disable any one detector by isolating its electrical signals (e.g. by using analogue switches). It is TBC whether this operation is software configurable.

In addition, the DCS can be coupled with the ESO-VLT Real Time Display (RTD) tool to provide a quick look display.

5.5.1 DCS Software Commands

The DCS obeys all of the standard commands listed in sections 4.4.2 and 4.4.3 on page 44 and also obeys some specific commands of its own, as described in the following tables. Any standard commands not mentioned in the tables have exactly the same meaning as described in sections 4.4.2 and 4.4.3. Note that these tables describe actual IRACE commands. See the command definition table in the reference section of the IRACE manual [RD34] for details:

5.5.1.10 DCS Standard Commands (actual commands)

Command
Parameters (if any)
Description for DCS

INIT

Ignored?

STANDBY
haltIrace
Bring the system to stand-by state. If the haltIrace flag is set the IRACE front-end is reset. 

ONLINE
detConfig dcsConfig
Initialise DCS with the given detector configuration file.

OFF

Shut down the system. Make all processes terminate.

EXIT

Make the application exit/terminate.

SIMULAT

Change to operation in simulation mode.

STOPSIM

Change to normal operation mode.

STOP

Same as ABORT or END?

SELFTST

Same as PING?

STATUS
function
Get status for various functions

5.5.1.11 IRACE DCS specific commands (actual commands)

Command
Parameters (if any)
Description for DCS

ABORT

Abort the currently active exposure

CLDC
setvolt enable disable readvolt readAllVoltages board checkall
Interact with the IRACE CLDC (miscellaneous engineering functions).

COMMENT
string addToNextExposure addToLastFile addToNextFile addToFile clear
Add comment to FITS header

END

Make DCS terminate the current exposure as quickly as possible.

FRAME
gen store break display win name det add param
Various frame definition services.

This command could perhaps be used by the VISTA IR OS to  enable a region of interest.

IMGOP
enable disable rotate fx fy clear
Various image processing services

IRACE

Handle an IRACE specific command. A low level interface to all IRACE functions (engineering).

MISC
addFitsKey clearFits dumpFitsInfo pollStart pollStop perfStart perfStop det addParam clearParam rstcnt
Various services to control the FITS header, switch polling or performance meter on or off, or control dynamic parameters.

NC
usrCmd
Commands to interact with the IRACE number cruncher.

This command can be used by the VISTA IR OS to control the coadding or differencing of exposures.

PING

Make a check of the functioning of the application and send back an overall status message.

RESET

Reset the IRACE front-end.

SEQ
stop start
Interact with the IRACE sequencer.

SETUP
function default
Setup the specified functions. The default flag sets parameters to their default values.

This is the main command that the VISTA IR OS will use for defining readout mode, readout speed, exposure time, enabled detectors and region of interest.

START
ignoreCldc noNcReset
Start a new exposure

WAIT

Wait for the current exposure to finish. The command immediately returns a reply indicating the current exposure status. The last reply is sent when the exposure has finished.

NOTE: The VISTA IR OS will need to be able to distinguish when the current exposure is integrating or reading out in order to overlap detector readouts with instrument configurations.

5.6 Wavefront Sensing

The Guide/WFS software has three main functions:

· Sensing X/Y shifts in a star image and sending guide corrections in real time to the TCS — the Guide Sensor Software.

· Sensing low order wavefront errors and sending corrections at regular intervals to the TCS — the Low Order Wavefront Sensing (LOWFS) software.

· Measuring high order wavefront errors occasionally and sending these to the TCS — the High Order Wavefront Sensing (HOWFS) software.

The expected structure of the wavefront sensing software is shown in Figure 10 on page 39 and is described in more detail in [RD44]. Each of the three main functions is made from two subsystems — a standard detector controller and an image analysis system. The Guide sensor and LOWFS will use the ESO-VLT Technical CCD controller, [RD35] and the HOWFS will use the science detector controller, [RD34]. Existing ESO-VLT autoguiding and wavefront sensing software, such as the “Autoguiding Control (agws)”, “Autoguiding Server (agServer)”, “Active Optics Control (actconControl)” and “Active Optics Server (actServer)” will be used wherever possible.

It is the responsibility of each Guide/WFS system to apply corrections for the location of its pick-off mirror and any reflection, rotation, magnification and flexure of its WFS optics (although it is expected from the FEA analysis, [RD8], that the flexure between the science detectors and wavefront sensor detectors will be negligible).

5.6.1 Guide Sensor Software Functions

The guide sensor software requirements are described in [AD1]. There is one guider which must have the following functions:

· Set the detector controller readout mode and readout speed (TCCD);

· Set the exposure time for single exposures (TCCD).

· Make a single exposure and display and/or save the raw data (TCCD).

· Define any exposure as a dark, flat-field (or any other required) calibration frame.

· Define the frame rate for guiding.

· Define the nominal (x, y) of the guide star centre in instrument focal coordinates (see section 2.5.1). Convert this nominal position into wavefront sensor coordinates.

· Determine which guider detector chip will be used.

· Define the size of the guiding box around the nominal (x, y) position.

· Start/Stop the measurement of guide star metrics, including (x, y) centroid, integrated flux above background, FWHM, eccentricity, position angle of major axis and seeing estimate.

· Report the quality of the guide star image.

· The ability to calculate simple time-averaged statistics for guide star metrics (e.g. to calculate the time-averaged mean seeing estimate during an observation).

· Enable/disable the sending of the guide signal to the TCS.

· Enable/disable the display of guide star metrics on the workstation.

· Enable/disable the logging of guide star metrics to a log file.

5.6.2 High Level Autoguiding Setup and Target Acquisition Commands

The autoguider is expected to be configured, and candidate guide stars defined, through the Observation Software to TCS interface described in appendix 1 on page 76.

5.6.3 Autoguiding TCCD Commands

It is assumed that the commands for setting up the autoguiding detector controller will be provided by the ESO-VLT technical CCD controller, and these commands are described in the command definition table within [RD35].

5.6.4 Guide Image Analysis (agServer) commands

The commands provided to the “agServer” process by the telescope software are listed in [RD44].

5.6.5 Low Order Wavefront Sensor Software Functions

The low order wavefront sensor (LOWFS) software requirements are described in [AD1]. There are two LOWFSs, each of which must have the following functions:

· For each detector, set the detector controller readout mode and readout speed (TCCD).

· For each detector, set the exposure time for single exposures (TCCD).

· Make a single exposure with either detector and display and/or save the raw data (TCCD),.

· Define any exposure for either detector as a dark, flat-field (or any other required) calibration frame.

· Define the LOWFS frame period (e.g. 40 seconds).

· Define the nominal (x, y) of each reference star centre in instrument focal coordinates on each detector (see section 2.5.1). Convert each nominal position into wavefront sensor coordinates.

· Define the size of the region of interest around each nominal (x, y) position.

· Enable/disable each LOWFS

· Start/Stop the measurement of the incident wavefront.

· Report the quality of the wavefront measurement.

· Enable/disable the sending of the wavefront coefficients to the TCS.

· Enable/disable the display of the wavefront coefficients on the workstation.

· Enable/disable the logging of the wavefront coefficients to a log file.
5.6.6 High Level LOWFS Setup and Target Acquisition Commands

The LOWFS is expected to be configured, and candidate reference stars defined, through the Observation Software to TCS interface described in appendix 1 on page 76.

5.6.7 LOWFS TCCD Commands

It is assumed that the commands for setting up the LOWFS detector controller will be provided by the ESO-VLT technical CCD controller, and these commands are described in the command definition table within [RD35].

5.6.8 LOWFS Image Analysis (actServer) commands

The commands provided to the “agServer” process by the telescope software are listed in [RD44].

5.6.9 High Order Wavefront Sensor Software Functions

The high order wavefront sensor (HOWFS) software requirements are described in [AD1]. The software uses the science detector controller, described in section 5.4.4, which must provide these functions:

· Set the detector controller readout mode and readout speed;

· Define the detector chip to be used and the size and location of the region of interest on that detector chip;

· Define the exposure time;

· Make a single exposure and optionally save the raw data;

· Optionally display the raw data;

· Define any exposure as a dark, flat-field, wavefront calibration (or any other required) calibration frame.

In addition the HOWFS wavefront analysis software must provide these functions:

· Define the nominal (x, y) of the reference star in instrument focal plane coordinates.

· Analyse a frame of HOWFS data and calculate on-axis wavefront coefficients (e.g. 25 Zernike coefficients). The calculation is triggered on-line by the arrival of a new frame of HOWFS data. Note — the wavefront coefficients must be projected on-axis even if the measurement is made of- axis.
· Combine several measurements made at the same time at different off-axis positions to produce a single set of on-axis wavefront coefficients. 

· Optionally display the wavefront coefficients on the workstation.

· Return the wavefront coefficients for forwarding to the TCS.

· Optionally save the wavefront coefficients to a log file.
5.6.10 HOWFS Detector Controller commands

It is assumed that the commands for setting up the detector controller will either be provided by the science detector controller whose commands are listed in section 5.5.1 on page 57.

5.6.11 HOWFS Image Analysis Commands (provisional)

The HOWFS software will obey all of the standard commands listed in sections 4.4.2 and 4.4.3 on page 44.  In addition it will obey commands such as this:

Command
Parameters (if any)
Description for LOWFS

CALIB
file1 file2 file3 …
Read the specified exposures (e.g. dark, flat-field, calibration frame), analyse and store as calibration frames.

STARTHO

Start  on-line high order wavefront measurement.

STOPHO

Stop on-line high order wavefront measurement.

ANASTAR
Infile1 [infile2 infile3…] outfile
Carry out a one-off wavefront measurement using the data contained in one or more specified input files, and write the wavefront coefficients to the specified output file.

Other commands

TBD

NOTE: The above commands are suggestions and need to be finalised in collaboration with Durham. The details of these commands, and the parameters associated with them, will also be fleshed out during the detailed design phase.

6 Scenarios

This section describes the software functions that will be used for a variety of different scenarios.

6.1 Engineering Scenarios

6.1.1 Installing filters in the filter wheel

It is assumed that the science filters are installed in a fixed 4 x 4 array known as a “tray”.

1. The VISTA IR Camera is warmed up manually (in a horizontal position).

2. The filter wheel access door is opened manually.

3. An engineer interacts directly with the Instrument Control System user interface and brings the system to an ONLINE state. (This assumes all the filter wheel mechanisms can be operated at room temperature and ambient pressure). (Note: The wheel can also be moved manually during engineering maintenance without interaction with the software using the handset).

4. The engineer uses the “SETUP load n” command to move a filter wheel slot to the load position. 

5. A filter tray is loaded into the slot. The slot number and filter tray identification are recorded.

6. Steps 4 and 5 are repeated for each filter slot.

7. The filter access door is closed manually.

8. The engineer writes with a text editor an ASCII lookup-table file recording the identification of each filter tray in each filter slot.

9. The engineer uses the SELFTST and TEST commands to run a complete checkout of the filter wheel mechanism.

6.1.2 Calibrating the filter wheel positions

This procedure assumes that the engineer has some means of verifying independently that a filter slot is in the correct position — most likely by using an alignment mark visible through the filter access door or through the cryo-window. The procedure also assumes that the filter wheel’s “in-position” switches have already been correctly installed so they close when the filter wheel is in the correct position.

1. To start with, the VISTA IR Camera is warmed up manually and positioned horizontally (it will be calibrated cold later).

2. The filter wheel access door is opened manually.

3. An engineer interacts directly with the Instrument Control System user interface and brings the system to an ONLINE state. (This assumes all the filter wheel mechanisms can be operated at room temperature and ambient pressure).

4. The engineer uses the “SETUP slot n” command to put a filter slot into the beam.

5. The engineer checks the alignment of the filter wheel using the alignment mark visible through the filter access door.

6. The engineer uses the MOVEREL command to make small adjustments to the filter wheel position until the correct alignment is achieved.

7. The “STATUS switches” command is used to get the status of the switches and ensure the “in position” switch(es) are reading as expected in this position.

8. The engineer uses the “DEFINE slot n” command to define the current motor position as the correct position for slot n.

9. Steps 4, 5, 6 and 7 are repeated for each slot.

10. Finally, the STORE command is used to record an ASCII file containing the filter slot position to motor step count lookup table.

11. The engineer uses the SELFTST and TEST commands to run a complete checkout of the filter wheel mechanism.

Note that at this point you have calibrated the filter wheel at room temperature. The whole procedure needs to be repeated from step 3 with the filter wheel cooled to cryogenic temperatures, to remove the effect of any thermal shifts in the microswitches. It is therefore important to be able to calibrate the filter wheel when it is cold and sealed in the cryostat — either using an alignment mark visible through the cryo-window or by measuring the vignetting on the science detectors (Maintenance Software can be used to run a vignetting test).

6.1.3 Installing the instrument on the telescope

1. The instrument is installed on the telescope.

2. The Maintenance Software is used to execute a SELFTST command on each instrument subsystem in turn, testing the components without moving them.

3. The Maintenance Software is used to execute a TEST command on each instrument subsystem in turn, which runs a complete checkout of the components.

4. The Maintenance Software can now, if necessary, be used to run any of the calibration procedures listed in section 5.3.1 on page 49. The results of the calibration procedures are used to update calibration files containing, for example:

· the location of the science and WFS detectors with respect to the rotator centre;

· the location of bad pixels on the science and WFS detectors;

· the focus offset associated with each science filter.

6.2 Observational Scenarios

6.2.1 The telescope operator runs the beginning of night checks

1. The operator uses the Observation Software to execute a SELFTST command on all the instrument subsystems. As part of this check, the Observation Software makes sure that sufficient disk space is available to store a worst case night’s observations. The operator is warned if there is insufficient disk space.

2. The VISTA IR software provides the operator with a display screen showing:

· the health and status of all instrument components (colour coded so that any unhealthy systems can be quickly identified);

· the readings from all the instrument temperature sensors (colour coded so that abnormal temperatures can be quickly identified);

· the reading from the cryostat vacuum gauge (colour coded so that an abnormal reading can be quickly identified);

If anything abnormal is detected the telescope operator can call out an engineer before the night’s observing starts. The instrument should have been recording its status on a regular basis, so an engineer can look back at the logs and review a history of the problem.

3. The operator can review the quality control information from the previous night’s observations provided by the VISTA Data Flow software and can reschedule any observations that need to be repeated.

4. The operator can use ESO-VLT Observation Handling System to review the observations scheduled for the night.

6.2.2 A set of calibration observations are made at the beginning of the night

1. The telescope operator starts the scheduler, which sends BOB the Observations Block descriptions for the required calibration observations. 

2. BOB processes the Observation Blocks one by one (each time requesting a new one from the scheduler).

3. BOB decodes each Observation Block into templates and executes the sequencer script associated with each template, which results in commands and parameters being sent to the Observation Software.

4. The Observation Software instructs the TCS (through its enclosure control module) to switch on a calibration lamp if necessary. It also instructs the TCS to point the telescope in the appropriate Alt-Azimuth direction if necessary (e.g. for acquiring a dome flat).

5. The Telescope Operator verifies that the telescope is pointing correctly.

6. The Observation Software instructs the Instrument Control System to select the appropriate science filter (or opaque blocking filter) if necessary or to switch on the WFS calibration lamp (TBD) if necessary.

7. The Observation Software configures the detector controller, DCS, setting the appropriate exposure time.

8. The Observation Software instructs the TCS to save its “start of observation” FITS header information.

9. The Observation Software commands the DCS to start the exposure.

10. When the DCS responds that the exposure has finished, the Observation Software instructs the TCS to save its “end of observation” FITS header information.

11. The Observation Software combines the FITS header information with the raw data and tells the VISTA Data Flow System that a new set of raw data are available for processing.

12. The Observation Software instructs the TCS and/or ICS to switch off any calibration lamps.

13. When BOB executes another Observation Block go back and repeat from step 3.

6.2.3 A typical science “tile” observation is made, with offsetting

This scenario assumes that a tile can be specified in a single Observation Blocks and guide stars for each offset are specified in advance.

1. The telescope operator starts the scheduler, which sends BOB the Observations Block descriptions for the required science observation. Assuming that the necessary calibration observations have already been made, the “tile” consists of a single Observation Block containing 6 exposures at each of the 6 offset positions.

2. BOB decodes the Observation Block into templates and executes the sequencer script associated with each template, which results in commands and parameters being sent to the Observation Software. It is assumed that a sequencer script handles the sequencing of the telescope offsets.

3. The Observation Software receives from BOB the commands to set up the first pointing.

4. The Observation Software sends the RA, Dec, Equinox, Epoch and Observation Wavelength of the required science target field centre plus the RA, Dec, Equinox, Epoch, Magnitude, Proper Motion and Colour of the guide and reference stars for this field centre to the TCS. The TCS responds by pointing to the required coordinate (taking into account any mechanical and atmospheric aberrations). The autoguider and active optics control modules each check that the guide/reference star image will fall on a usable area of their detector and define an appropriate region of interest.

5. The Observation Software instructs the TCS to start autoguiding. At this point the wavefront sensing software checks that the guide and reference stars are sufficiently bright, the correct shape and are providing sensible wavefront information with adequate signal to noise. If any guide star is not acceptable the telescope operator is notified and given the opportunity to select a new star. If at any time a LOWFS reference star is found to be unsuitable the TCS switches to open loop LOWFS correction and warns the operator without stopping the observation (a fact which is recorded in the FITS header of the data).

6. The Observation Software configures the Instrument Control System, which selects the appropriate science filter.

7. The Observation Software configures the science detector controller, DCS, setting the appropriate exposure time.

8. The Observation Software instructs the TCS to save its “start of observation” FITS header information.

9. The Observation Software commands the DCS to start the exposure.

10. When the DCS responds that the exposure has finished, the Observation Software instructs the TCS to save its “end of observation” FITS header information.

11. The Observation Software combines the FITS header information with the raw data and tells the VISTA Data Flow System that a new set of raw data are available for processing.

12. The TCS is instructed to stop autoguiding.

13. BOB instructs the Observation Software to move to the next offset position.

14. The Observation Software obtains the current (RA, Dec) to (x, y) mapping from the TCS database and uses the information to calculate the (∆RA, ∆Dec) offset corresponding to the (∆X, ∆Y) offset needed to move to the next offset position.

15. The Observation Software instructs the TCS to offset by (∆RA, ∆Dec) while maintaining a position angle to give a seamless overlap and provides the TCS with the RA, Dec, Equinox, Epoch, Proper Motion and Colour of new guide and reference stars. The autoguider and active optics control modules each check that the guide/reference star image will fall on a usable area of their detector and define an appropriate region of interest

16. The Observation Software instructs the TCS to start autoguiding. At this point the wavefront sensing software checks that the guide and reference stars are sufficiently bright, the correct shape and are providing sensible wavefront information with adequate signal to noise. If any guide star is not acceptable the telescope operator is notified and given the opportunity to select a new star. If at any time a LOWFS reference star is found to be unsuitable the TCS switches to open loop LOWFS correction and warns the operator without stopping the observation (a fact which is recorded in the FITS header of the data).

17. The Observation Software configures the ICS and DCS but nothing happens because the desired science filter and exposure time are already configured.

18. The process repeats from step 8 until all the offsets have been completed.

19. It is assumed that when the last offset observation is made there will be sufficient information in the Observation Log and FITS header that the VISTA Data Flow system will be able to piece together the 6 observations into a single “tile”.

6.2.4 A science “pointing” observation is made with 2 x 2 dithering

A “pointing” observation may be specified in one Observation Block, and because the shifts between separate exposures is sufficiently small the same guide stars may be used.

1. The telescope operator starts the scheduler, which sends BOB the Observations Block description for the required science observation. Assuming that the necessary calibration observations have already been made, there will be a single observation block containing 4 exposures at each of the 4 dither positions.

2. BOB decodes the Observation Block into templates and executes the sequencer script associated with each template, which results in commands and parameters being sent to the Observation Software. It is assumed that the sequencer script handles the sequencing of the telescope pointings.

3. The Observation Software receives from BOB the commands to set up the first pointing.

4. The Observation Software sends the RA, Dec, Equinox, Epoch and Observation Wavelength of the acquisition target field centre to the TCS. The TCS responds by pointing to the required coordinate (taking into account any mechanical and atmospheric aberrations)

5. The Observation Software sends the TCS the offsets required for the first “pointing template”.

6. The Observation Software sends the RA, Dec, Equinox, Epoch, Magnitude, Proper Motion and Colour of the guide/reference star candidates to the TCS autoguiding and active optics control modules. The autoguider and active optics control modules each check that the guide/reference star image will fall on a usable area of their detector and define an appropriate region of interest.

7. The Observation Software instructs the TCS to start autoguiding. At this point the wavefront sensing software checks that the guide and reference stars are sufficiently bright, the correct shape and are providing sensible wavefront information with adequate signal to noise. If any guide star is not acceptable the telescope operator is notified and given the opportunity to select a new star. If at any time a LOWFS reference star is found to be unsuitable the TCS switches to open loop LOWFS correction and warns the operator without stopping the observation (a fact which is recorded in the FITS header of the data).

8. The Observation Software configures the Instrument Control System, which selects the appropriate science filter.

9. The Observation Software configures the science detector controller, DCS, setting the appropriate exposure time.

10. The Observation Software instructs the TCS to save its “start of observation” FITS header information.

11. The Observation Software commands the DCS to start the exposure.

12. When the DCS responds that the exposure has finished, the Observation Software instructs the TCS to save its “end of observation” FITS header information.

13. The Observation Software combines the FITS header information with the raw data and tells the VISTA Data Flow System that a new set of raw data are available for processing.

14. The TCS is instructed to stop autoguiding.

15. BOB then moves on to the next “pointing template” and sends the Observation Software commands to set up the next pointing.

16. The Observation Software sends new offsets to the TCS.

17. The TCS automatically reacquires the guide stars (since a dither does not offset the telescope enough to lose the stars on the AG and WFS detectors).

18. The TCS is commanded to start autoguiding.

19. The Observation Software repeats the procedure from step 9 until all the dither exposures have been made.

20. It is assumed that when the last pointing template is executed is made there will be sufficient information in the Observation Log and FITS header that the VISTA Data Flow system will be able to piece together the 4 observations into a single “pointing”.

6.2.5 A HOWFS calibration observation is made

A HOWFS calibration observation is treated in a similar way to a science observation that only requires one exposure. A pair of HOWFS calibration stars are required, which are arranged to fall on either side of the edge of a stepped filter. The autoguider and LOWFS may be configured to correct for tracking and low order wavefront errors while the HOWFS observation is being made.

1. It is assumed that the scheduler and/or telescope operator will have inserted HOWFS observations at regular intervals into the observing schedule.

2. BOB finds an Observing Block describing a HOWFS calibration, decodes it into templates, executes the sequencer script associated with each template and sends commands and parameters to the Observation Software.

3. The Observation Software receives the RA, Dec, Equinox, Epoch, Proper Motion, Magnitudes and Colours of the HOWFS calibration stars, and it sends to the TCS an RA, Dec, Equinox, and effective Proper Motion, Colour and positional angle of the HOWFS pointing centre (specifically of a point mid way between the two stars and the average star colour). The TCS responds by pointing to the pointing centre (taking into account any mechanical and atmospheric aberrations) and selecting the appropriate rotator angle to space the stars along the direction of the stepped filter.

4. The Observation Software configures the science detector controller, DCS, setting the appropriate exposure time and region of interest corresponding to the HOWFS detector.

5. The Observation Software obtains the current (RA, Dec) to (x, y) mapping from the TCS database and uses the information to calculate the (∆RA, ∆Dec) offset corresponding to the (∆X, ∆Y) offset needed to move the calibration star from the field centre to the centre of the HOWFS region of interest.

6. The Observation Software instructs the TCS to offset by (∆RA, ∆Dec).

7. At this point the Observation Software could select a normal science filter and instruct the DCS to make a test exposure and allow the operator to confirm the suitability of the calibration star.

8. If the HOWFS observation is to be made while autoguiding, the Observation Software sends the RA, Dec, Equinox, Epoch, Magnitude, Proper Motion and Colour of the guide/reference star candidates to the TCS autoguiding and active optics control modules. The autoguider and active optics control modules each check that the guide/reference star image will fall on a usable area of their detector and define an appropriate region of interest.

9. The Observation Software instructs the TCS to start autoguiding. At this point the wavefront sensing software checks that the guide and reference stars are sufficiently bright, the correct shape and are providing sensible wavefront information with adequate signal to noise. If any guide star is not acceptable the telescope operator is notified and given the opportunity to select a new star. If at any time a LOWFS reference star is found to be unsuitable the TCS switches to open loop LOWFS correction and warns the operator without stopping the observation (a fact which is recorded in the FITS header of the data).

10. The Observation Software configures the Instrument Control System, which selects the intermediate HOWFS filter.

11. The Observation Software instructs the TCS to save its “start of observation” FITS header information.

12. The Observation Software commands the DCS to start the exposure.

13. When the DCS responds that the exposure has finished, the Observation Software instructs the TCS to save its “end of observation” FITS header information.

14. The Observation Software combines the FITS header information with the raw data and tells the HOWFS image analysis system that a new set of raw data are available for processing.

15. The HOWFS image analysis system processes the wavefront image and stores the wavefront information in a file.

16. The Observation Software obtains the wavefront information and sends it to the TCS active optics control. It is assumed the active optics module will then update its corrections to M1.

6.2.6 A science observation of a non-sidereal object is made

VISTA may occasionally need to observe a non-sidereal object, but the IR Camera is required only to maintain a minimum image quality during the observation. There is no requirement to autoguide and drift the telescope at the same time (as VISTA does not have a trackable guide probe). It is possible to simulate the tracking of a probe by moving the region of interest across the autoguider detector. This can be done using the “virtual probe server” which ESO have provided for the ESO-VLT auxiliary telescopes. The rate at which you can autoguide with the virtual probe server depends on the performance of the ESO-VLT TCCD controller. However, tracking with the virtual probe server is only a goal and not a requirement.  An open-loop non-sidereal tracking scenario would be as follows:

1. The telescope operator starts the scheduler, which sends BOB the Observations Block descriptions for the required science observation. For simplicity it is assumed that the observation consists of only one pointing and no offsetting is needed (if offsetting is needed it would need to use larger than usual overlaps to compensate for the drift of the various exposures).

2. BOB decodes the Observation Block into templates and executes the sequencer script associated with each template, which results in commands and parameters being sent to the Observation Software.

3. The Observation Software receives from BOB the commands to set up the pointing.

4. The Observation Software sends the RA, Dec, Equinox, Epoch and Observation Wavelength, RA drift speed and Dec drift speed of the required non-sidereal science target field centre to the TCS. The TCS responds by pointing to the required coordinate (taking into account any mechanical and atmospheric aberrations) and waits for the command to start drifting.

5. The Observation Software configures the Instrument Control System, which selects the appropriate science filter.

6. The Observation Software configures the science detector controller, DCS, setting the appropriate exposure time.

7. The Observation Software instructs the TCS to save its “start of observation” FITS header information and start drifting. The TCS could be tracking open loop during the exposure or could be using the “virtual probe server” to simulate tracking the guide probe (see above). This goal is TBD.

8. The Observation Software commands the DCS to start the exposure.

9. When the DCS responds that the exposure has finished, the Observation Software instructs the TCS to save its “end of observation” FITS header information.

10. The Observation Software combines the FITS header information with the raw data and tells the VISTA Data Flow System that a new set of raw data are available for processing.

11. The TCS is instructed to stop drifting.

7 Implementation

The workstation software will be implemented to ESO-VLT standards using Tcl, C++ and C. The LCU software will be implemented in C (see [RD17]).

7.1 Development environment

During the development of the VISTA IR software the instrument workstation and instrument control LCU (described in section 2.2) will be sited at the UKATC and the wavefront sensing development hardware will be sited at the University of Durham. Low specification workstations will be purchased initially for software development, and will be replaced with full specification workstations later in the project to maximise the cost saving from Moore’s law. The IRACE hardware will initially be configured and tested at the UKATC and then moved to RAL for further development work. The three sets of hardware will come together during the instrument Assembly, Integration and Test (AIT) phase. Before AIT, the interfaces between these three components will be tested using simulators.

7.2 Maintenance and Verification

Maintenance and verification software requirements are described in [AD1] (SWR 2.8…). Each component of the VISTA IR software shall include maintenance facilities that can:

· self-test the component without moving any mechanisms (the SELFTST command);

· run a more complete test on the component where mechanisms are allowed to move (the TEST command);

· record a log of instrument faults and alarms;

· record a log of instrument temperatures, and other sensor information, as a function of time;

· display the health and status of all instrument components and log any significant events, such as changes in health;

· display the current position of all the instrument motors and the state of any microswitches;

· store raw detector data for off-line analysis;

· move instrument components directly to particular motor position;

· manually reset the detector controllers;

· calibrate the instrument components, such as the facility to record and save the motor position in which each filter slot is centred in the beam.

· provide tools for checking that instrument configuration parameters are valid (such as checking whether a specified filter is installed).

In addition to these component-specific utilities, there will also be high verification software (described in section 5.3 on page 49) capable of running comprehensive tests on the instrument automatically. This kind of testing will be important if we are to achieve the high levels of reliability required by VISTA.

8 Safety and Security

8.1 Safety

The VISTA IR Camera is bound by the safety requirements stated in [AD1] section 2.28.9. Any computer software failure or failures shall not lead to an unacceptable or undesirable hazard risk. This means that:

· No mechanism shall move unless explicitly commanded to do so (which means, for example, that mechanisms must not move when the system is powered up and the software rebooted, so any power-on self tests must not include movement).

· During reboot, motors must be disabled until the software is running successfully.

· The software must avoid failures which leave a motor running, which means the software motor driver must be robust against motor runaway problems.

· The software must respond quickly to the triggering of any limit or safety switch.

However, the VISTA IR Camera software must not be the only line of defence against safety hazards. It is assumed that the IR Camera mechanical and electronic design will include sufficient safety features that the software is only the last line of defence. It is assumed that the hardware will have suitable end stops and safety covers and no instrument safety feature will rely on the camera software running.  

8.2 Security

The software will adhere to ESO-VLT security requirements by using the CCS and LCS infrastructure supplied by ESO.

9 APPENDIX 1 — Contents of a VISTA IR Camera Observation Block

NOTE: This appendix to be deleted before FDR. The information within it will go into the “VISTA IR Camera Software Design Description” document,

An ESO-VLT Observation Block consists of all the information necessary to execute a set of correlated exposures involving a single target. It consists of one or more templates, and each template contains a sequencer script capable of setting up an executing one or more exposures.

The relationship between the various ESO-VLT terms is shown pictorially in a class diagram in Figure 13 below. In words this diagram says that an Observation Plan consists of zero or more Observation Blocks. An Observation Block contains one (and only one) Acquisition Template and zero or more other kinds of template. Each template contains one or more template calls and one or more corresponding template signatures. A template call consists of a sequencer script and one or more parameter values. A template signature contains one or more parameter descriptions. All these parameter description files are kinds of “Short Hierarchical Format” file, which is an ASCII file containing keyword/value/comment records rather like a FITS header.

The fact that an Observation Block contains only one acquisition template, and an acquisition template can contain up to 5 guide/reference stars imposes a restriction on how the IR Camera can use Observation Blocks. An IR Camera Observation Block can only propose guide/reference star candidates for the first telescope pointing. If the Observation Block contains several pointings, new guide and reference stars need to be chosen whenever the telescope offset is sufficiently large. The ESO-VLT software supports choosing guide/reference star candidates “on the fly” (and indeed this is the normal way of choosing guide stars; the OB only being used to propose candidates when particular astrometric standards are needed) so this should not present a problem.
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Figure 13
Relationship Between ESO-VLT Observation Block Entities
A VISTA IR observation request needs to contain at least the information described in this appendix, as specified in the science requirements and listed in [RD11]:

The following subsections suggest the contents of the templates contained within a standard VISTA IR Observation Block. NOTE: The exact design may change during the detailed design phase.
9.1 Acquisition Template

The acquisition template contains a description of the target to be observed. The target could be the field centre of a single exposure or it could be the field centre of a tile made by dithering the telescope. In the latter case the acquisition template gives the celestial coordinates around which all the dithering offsets are applied.

9.1.1 Administrative Parameters

· Programme identification

· Name of principal investigator

· Unique science programme identifier

· Programme title string (defined by scientist)

· Observation description (optional)

· Unique observation identifier

9.1.2 Observation Scheduling Parameters

· Name of instrument to be used (“VISTA IR Camera”)

· Programme priority (assigned by committee)

· Observation priority (defined by scientist)

· Nightly priority (used to define the priority of this observation within a nightly schedule)

· Special priority (used for special purposes)

· Required limiting magnitude and signal to noise at specified colour/magnitude (for use by the ESO-VLT exposure time calculator).

· Range of acceptable phases of the moon

· Range of acceptable atmospheric seeing values in arcseconds

· Range of acceptable airmass values

· Range of acceptable atmospheric transparency values

· Required range of absolute date/times for each observation (if any)

· Required ordering and timing of observations belonging to the same programme.

· Calibration requirements, such as

· Whether this observation requires a bias frame.

· Whether this observation requires a dark frame.

· Whether this observation requires a flat-field frame.

· Whether this observation requires a sky background frame.

9.1.3 Acquisition Target Parameters

· Description of the type of observation to be made (e.g. bias, dark, flat-field, sky, science)

· Standard name for the target being observed

· Description of target (defined by scientist)

· Offset number (if this target is part of tile)

· Celestial coordinates of the first pointing target OR name of known telescope preset corresponding to the target

· Proper motion of first pointing target (if any)

· Epoch of target coordinates

· Equinox of target coordinates

· Position angle of camera Y axis defined on the sky.

· Effective wavelength of the target.

9.1.4 Guide and Reference Star Parameters

The normal way of specifying a VISTA IR “tile” observation will be to specify in advance the 6 guide and 12 reference stars required (one guide star and two reference stars for each “pointing”).

· For each of the guide star and two LOWFS reference stars (18 stars in total):

· Name of star

· Celestial coordinates of star

· Magnitude of star

· Colour of  star

· Proper motion of star (if any)

· Epoch of star coordinates

· Equinox of star coordinates

9.1.5 Telescope Tracking Parameters

· Required non-sidereal drift rate in arcseconds/minute (if any).

· Absolute Universal Time to which the non-sidereal tracking rate applies (if any)

9.2 Pointing Template

An Observation Block may contain one or more pointing templates. Each template has the structure defined here and describes one exposure which can be dithered with respect to the celestial coordinates of the acquisition template. It is important that all the pointing templates are achievable using the same guide and reference stars specified in the acquisition template.

9.2.1 Acquisition Target Offset Parameters

· Pointing number (if part of a tile)

· Dither number (if dithering)

· Type of offset required — focal plane or celestial

· Offset from acquisition template required in focal plane (∆X, ∆Y) or celestial (∆RA, ∆Dec) coordinates — can be zero if not dithering

9.2.2 Instrument Parameters

· Name of required science filter (or special intermediate filter if required)
9.2.3 Detector Parameters

· Total exposure time required in seconds.

· Region of interest required (if any)

· IR detector readout mode (raw data, read-reset-read, coadded or differenced).

· Number of exposures to coadd.
9.3 HOWFS Template

This would be an alternative to the “Pointing Template” when a HOWFS exposure is needed. It would specify “Instrument Parameters” and “Detector Parameters” in the same way as a “Pointing Template” but have an additional set of parameters, such as:

9.3.1 HOWFS Reference Star Parameters

· For each of the two HOWFS reference stars

· Name of star

· Celestial coordinates of star

· (X,Y) coordinates of star

· Magnitude of star

· Colour of  star

· Proper motion of star (if any)

· Epoch of star coordinates

· Equinox of star coordinates

9.3.2 HOWFS Processing Parameters

· Number of wavefront coefficients to calculate (TBD)

· Name of lookup table file to be saved (TBD)

· etc…

10 APPENDIX 2 — Useful TCS Commands for the VISTA IR Camera

The following table shows a subset of the main telescope commands from the Telescope Control System User Manual [RD26] together with their intended use by the VISTA IR camera software. For the full list of telescope commands see [RD26], and for more details on the acquisition and guiding and active optics commands see [RD27] and [RD28].

10.1 Telescope Pointing and Tracking Commands

TCS Command


Description in TCS User Manual


Use by VISTA IR



GETINS
Get currently selected instrument.
Used to determine whether the VISTA IR Camera has the beam (will always by true unless the VISTA IR Camera is off the telescope).

GETINSD
Get instrument configuration parameters.
Get VISTA IR configuration parameters saved by SETINSD.

OFFSFAD
Absolute  or differential adaptor focus position setting.
Used (together with SETINSD) to offset the adaptor focus to account for the focus offset of the currently selected science filter.

OFFSROT
Issue a rotator offset step in degrees.
Used to offset the rotator angle when calibrating the position of the rotator centre.

OFFSXY
Issue an offset step in defined X/Y coordinates.
Used to make small X/Y offsets for “offsetting” and “dithering”.

PRSCOOR
Preset telescope to given RA/DEC coordinates.
Used to set RA/DEC of field centre. Can it be used to set the position angle?

ROTTRK
Set rotator tracking mode (normal alt-az, none)
Normally set to “alt-az”. The rotator may be fixed, and a trailed image produced, by setting the mode to “none”.

SELINS
Select the logical observing instrument.
Used to select the VISTA IR Camera plus science filter combination.

SETLAM
Set observed wavelength.
Provide the effective wavelength of the currently-selected filter.

SETINSD
Set instrument configuration parameters.
Set the focus offset associated with each VISTA IR camera science filter.

SETUP
Define new setup configuration.


10.2 Autoguiding and Wavefront Sensing Commands

TCS Command


Summary of Description from TCS User Manual


Comments/Use by VISTA IR



SETUP
Define new setup configuration.
This command can also be used to define AG and WFS setup parameters, including the details of the five guide and reference stars.

STARTAG
Start autoguiding.


STOPAG
Stop autoguiding.


STARTAO
Start active optics


STOPAO
Stop active optics


BOX2GS
Move guide box to position of guide star, then start guiding.
Can be used to move the region of interest on the AG or WFS detectors.

PR2STAR
Move probe to selected guide star. Used to correct the probe position without moving the telescope.
This command will change the region of interest on the VISTA IR AG or WFS detectors so the selected guide star is centred.

STAR2PR
Move telescope to centre guide star on probe.


TEL2OBJ
Move telescope to selected guide star without moving adaptor/rotator.
Centres the guide star on the probe (i.e. region of interest) without moving the telescope by adjusting telescope pointing parameters.

PRTOGS
Select next suitable guide star in internal catalogue and move the probe to it.

Automatically searches for a star.
This command will need to be modified or replaced in the VISTA TCS so that separate stars can be selected for the autoguiding and LOWFS sensors. Rather than moving a probe, regions of interest can be defined on the AG and WFS detectors.

PRGS
Select next suitable guide star in internal catalogue and move the probe to it.

Does not automatically search for a star.
This command will need to be modified or replaced in the VISTA TCS so that separate stars can be selected for the autoguiding and LOWFS sensors. Rather than moving a probe, regions of interest can be defined on the AG and WFS detectors.

DETGS
Used after a preset to detect a guide star and correct the telescope pointing parameters.


CNTOBJ
Centre target object on telescope field.
This command corrects the telescope position so as to centre the target object, using information from the autoguider.

SELGS
Select a given guide star from the candidate list.


OFFSADG
Offset the telescope during observation.


OFFGP
Offset step the guide probe in RA/DEC without stopping guiding,
This command is not possible with VISTA IR because autoguiding must be switched off before changing the region of interest on the TCCD detector. It cannot be done on-the-fly.

PRABS
Move probe to given absolute position.
Can be used by VISTA IR to set the region of interest on an AG or WFS detector.

PRCHK
Checks if a given probe position is valid
Can be used by VISTA IR to check whether a guide or reference star position is within the limits of the detector.

PRCNT
Move probe to centre field position.
This command is not possible with VISTA IR because there is no probe. There is also no detector at the field centre.

PRDOBJ
Offset probe by given (∆RA, ∆Dec) with respect to target position.
This command will change the region of interest on the VISTA IR AG or WFS detectors.

OFFSAD
Offset probe by given (∆RA, ∆Dec).
Not sure what the difference is between this command and PRDOBJ.

OFFSGP
Offset probe by given (∆RA, ∆Dec) without stopping guiding.
This command is not possible with VISTA IR because autoguiding must be switched off before changing the region of interest on the TCCD detector. It cannot be done on-the-fly.

OFFSXY
Offset probe by given (∆X, ∆Y) in camera pixel coordinates.
I assume “camera pixel coordinates” means the AG or WFS detector rather than science detector, so this command may be used to shift an AG or WFS region of interest in pixel coordinates.

11 APPENDIX 3 — IR Camera Data Interface Dictionary Contribution

NOTE: This appendix to be deleted before FDR. The information within it will go into the “VISTA IR Camera Data Interface Dictionary” document.

A Data Interface Dictionary Document consists of an ASCII file describing the information made available by an software system listed with the following properties (see [RD43]):

· Parameter name:
The keyword name of the parameter

· Class:




The class to which the parameter is associated with

· Context:



With what is the parameter associated

· Type:




Parameter type

· Value format:


C-style format used to display the parameter’s value

· Unit:




Parameter units.

· Comment field:
Short comment describing the parameter

· Description:


Long description

The IR Camera must supply alongside its raw data sufficient information to describe the data completely and allow the VISTA Data Flow System to reduce the data fully. The following kinds of information must be included:

· Standard FITS header items describing

· The data type

· The size and dimensionality of the data

· The World Coordinates of the data

· The standard date and time of the observation

· Any an-hoc comments added by the observer

· All the information contained in the Observation Block listed in appendix 1.

· Data acquisition information such as

· The actual exposure time

· An accurate time stamp at the start of the observation, together with a detector readout map from which the time stamp for each pixel may be derived.

· Instrument temperature readings

· A log of the observing conditions prevailing at the time of the observation.

· Telescope status parameters at the start and end of each observation, such as (see [RD26]):

· Telescope name

· RA, Dec, Equinox and coordinate system

· Rotator angle

· Local Sidereal Time

· UTC

· Hour Angle

· Altitude and Azimuth

· Airmass

· Focus

· Tracking status

· RA and Dec of Moon

· The observing log detailing exactly what happened during the night.

Only some of these items will be stored in the FITS header. Items involving large amounts of information, such as the detector readout map, record of observing conditions and observing log, will be stored in separate files alongside the data. Information must be stored in a format compatible with the ESO-VLT Data Interface Control Document, [RD43].

The following sections suggest just a few of the keywords that may be supplied with VISTA IR Camera data. A large number of standard data dictionary items has already been defined as part of the ESO-VLT template instrument [RD29] and the ESO-VLT Telescope Control System [RD26]. Rather than duplicate the list of all these items contained in those documents, this appendix will list only items that are specific to the VISTA IR Camera.

11.1 Standard FITS Header Items

The same standard FITS header items, such as SIMPLE, BITPIX, NAXIS, NAXISn, BSCALE, BZERO, DATE, MJD-OBS, DATE-OBS, CTYPEn, CRVALn, CRDELn, BSCALE, BZERO, will be supplied as specified for the ESO-VLT template instrument, [RD29].

11.2 Standard TCS Header Items

All the standard telescope keywords, such as TELSCOP, RA, DEC, EQUINOX, RADECSYS, LST, UTC, described in  [RD26] will be supplied.

11.3 VISTA IR Camera Science Detector Controller Items

Standard detector controller keywords, described in [RD34] and [RD29] will be supplied. It is also assumed that the following items will be available:

· UTSTART — Accurate time stamp at beginning of exposure (for first pixel)

· UTEND — Accurate time stamp at end of exposure (for first pixel)

· UTMID — Mean time stamp in the middle of the exposure (for first pixel)

· EXPTIME — Exposure time on sky in seconds.

· DKTM — Dark current integration time in seconds.

11.4 VISTA IR Camera Instrument Control System Items

The VISTA IR will save at least the following information (as defined in [RD29]).

Name
Class
Context
Type
Unit
Description

INS FILT1 ID1
conf-log | config | header | setup
Instrument
String

ESO-VLT identification number for the filter.

INS FILT1 ID2
conf-log | config | header | setup
Instrument
String

Filter identification device code for the filter (if difference from the ESO-VLT identification number).

INS FILT1 NAME1
conf-log | config | header | setup
Instrument
String

Filter name (VISTA IR only has one filter wheel and each filter only has one name)

INS FILT1 NO
Header | Setup
Instrument
Integer

Filter wheel slot number

INS FILT1 ENC
Setup
Instrument
Integer

Filter wheel encoder position

INS TEMPi ID
Header | ops-log
Instrument
String

ID of temperature sensor ‘i’

INS TEMPi NAME
Header | ops-log
Instrument
String

Name/Location of temperature sensor ‘i’.

INS TEMPi VAL
Header | ops-log
Instrument
Double
K
Temperature sensor ‘i’ reading

INS PRESi ID
Header | ops-log
Instrument
String

ID of pressure sensor ‘i’

INS PRESi NAME
Header | ops-log
Instrument
String

Name/Location of pressure sensor ‘i’.

INS PRESi VAL
Header | ops-log
Instrument
Double
Pa?
Pressure sensor ‘i’ reading

INS LAMPi ID
conf-log | config | header
Instrument
String

Hardware identification of lamp bulb unit ‘i’ (if any)

INS LAMPi NAME
conf-log | config | header | setup
Instrument
String

Name for lamp unit ‘i’ (if any)

INS LAMPi STATE
config | setup
Instrument
String

Lamp ‘i’ state (on | off)
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� For example, an observer might want to devise an offsetting pattern which minimises the telescope offsetting overhead, or several tiles with a different offsetting patterns might be added together to minimise the effect of any systematic sky background changes.


� We have been informed by ESO (during Malcolm Stewart’s visit on 27 November 2002) that use of 622 Mbps ATM to achieve the necessary data rate would be regarded as a “small waiver”.


� Currently, Z0 = +422.614484 millimetres from the reference plane.


� Will this be the same as the Cassegrain rotator axis?
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