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Motivation - I

Pollack et al 1996 - 
baseline Jupiter 
formation model.
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Observed disk lifetimes tend to 
be shorter than the ~8 Myr 
required in the Pollack et al. 
(1996) standard case model

Can planets form as fast as disks evaporate?

slides from G. Laughlin (2005)



Motivation - 2

• Evolutionary models

• Baraffe et al. 98

• Chabrier et al. 00

• Burrows et al. 97

• Initial conditions?

• High uncertainties at early ages (Baraffe et al. 2003, Marley et al 2005)

Burrows et al. 1997
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How bright & large are young brown dwarfs and planets?



Motivation - 2
How bright & large are young brown dwarfs and planets?

Close et al. (2005)

AB Dor C

Similar Problem for Isolated Objects?
Close et al. 2005

No. 120 – June 2005

Chauvin et al. 2005a,b



Motivation - 2
How bright & large are young brown dwarfs and planets?By-product: mass-radius relation for M dwarfsBy-product: mass-radius relation for M dwarfs

Queloz et al. 2005



Motivation - 3

• ~ 154 known exoplanets, mostly from RV surveys, 9 that 
transit:

• HD 209458b, 189733b, 149026b, 

• OGLE-TR-10, 56, 111, 113, 132, TrES-1

• Few K & M eclipsing binaries

• 1 eclipsing brown dwarf: OGLE-TR-122

• But all orbit main sequence stars with ill-known ages

A crucial and unchartered area of parameter space



Transits...

• Simultaneously survey 1000’s of stars

• With RV follow-up, constrain companion radius & mass

• In EB case, contrain Teff & luminosity to few %

• Potential for follow-up:

• Transit spectroscopy

• Secondary eclipse searches



...in young open 
clusters

• Known ages (& metallicities)

• Increased alignment probabilities (bloated primaries)

• Luminous BDs & planets - enhanced follow-up potential

• Observations tailored for low and very low mass primaries

• Unchartered region of parameter space

• Deeper transits

• Larger RV amplitude: easier confirmation



but...

• Strong bias towards short periods (Queloz et al. 2005, Gaudi et al 2005)

• Need many observations per field (Pepper & Gaudi 2005, Pont et al. 2006)

• partly mitigated by our observing strategy: more later

• Activity and accretion related variability may impede transit detection

• variability filters

• simultaneous V & i monitoring for the youngest targets

• Faint targets + activity induced jitter may impede RV follow-up?

• expect jitter ~ 60 m/s at 3 Myr

• 0.03M⊙ BD in 3d orbit around 1M⊙ star: RV amplitude 3 km/s

• 1 MJup planet in 3 d orbit around 1M⊙ star: RV amplitude 140 m/s



Related studies
• EXPLORE-OC (von Braun et al. 2004)

• St Andrews Open Cluster Planet Search (Street et al. 2003, 
Bramich et al. 2005)

• PISCES (Mochejska et al 2002, 2004, 2005)

• Older open clusters (1 to a few Gyr)

• No detections so far (some viable candidates)

• Early detection rate estimates were over-optimistic:       
more careful estimates (Pepper et al 2005) show absence of 
detections consistent with results of RV searches



• Survey of middle aged open clusters to search for VLM EBs (Hebb et al. 2004)

•
•
•
•
•
• Candidate in M35 

• Secondary eclipse detected during main survey from INT & KPNO

• Primary eclipse detected during a Monitor INT run in Jan 2005 

Related studies



Targets

(hh~mm) (dd~mm) (Myr) (mag) (mag) (mag,a) (M_Sun,b) ( º,d)

Blanco~1 00 04 -29 56 100 7.1 0.01 19.2 0.06 300

(0.03,0.6)

2.3 7

h/!~Per 02 20 +57 08 12.8 11.85 0.56 22.0 0.22 230

(4,10)

1.0 4

M34 02 42 +42 47 180 8.7 0.07 21.7 0.11 89

(0.9,2.5)

0.55 10

IC~348 03 44 +32 17 ~3 8.0 ?? 16.9 0.02 150

(0.08,1.25)

0.35 (g) 2

ONC 05 35 -05 23 ~1 8.16 0.05 16.6 0.02 500

(0.02,0.5)

0.07 1

M50 07 02 -08 23 130 10.5 ?? 22.6 0.25 1100

(0.15,0.55)

0.35 8

NGC~2362 07 19 -24 57 7 11.0 ?? 20.5 0.09 500

(0.11,0.65)

0.11 3

NGC~2516 07 58 -60 52 150 7.7 ?? 20.0 0.08 1200

(0.02,0.2)

2.0 9

NGC~2547 08 10 -49 10 30 8.4 ?? 19.2 0.05 500

(0.035,0.9)

0.855 5

IC~4665 17 46 +05 43 50 8.3 ?? 19.6 0.06 150

(0.02,0.2)

4.0 6

Lower case letters in brackets refer to notes given in the legend. The numbers in the "Ref" column refer to sources given in the

reference list.

Potential targets

These are targets for which we are currently obtaining deep, multi-colour single epoch observations, in
order to construct colour-magnitude diagrams and assess their low mass star and brown dwarf
population. If found to be rich enough, they will be added to the list above.

Name RA
(hh~mm)

Dec
(dd~mm)

Age
(Myr)

(M-m)_0
(mag)

E(B-V)
(mag)

I(HBL)
(mag,a)

M(I=20)
(M_Sun,b)

N
(c)

Area
( º,d)

Ref

NGC~2631 16 54 -41 49 ?? ?? ?? ?? ?? ?? ??  

Trumpler~24 16 57 -40 40 ?? ?? ?? ?? ?? ?? ??  

NGC~3235 ?? ?? ?? ?? ?? ?? ?? ?? ??  

intro • targets • people • gallery • publications • results 
observations • predictions • processing • analysis • data

Target clusters

The criteria for target selection for the Monitor Project are the following.

We want to cover star forming regions and open clusters with a rande of ages from a few Myr to a few
100 Myr. They need to be relatively rich and compact, so that a large number of target stars can be
observed with only one or a few pointings of the wide-field cameras currently available on world class 2 to
4 m telescopes, but also relatively nearby so that the target stars are bright enough. We also need to
have an idea of the population of low-mass stars in each cluster to know whether it makes a good target.

We have gathered a list of primary target clusters that fulfill all (or most) of these criteria, and applied for
telescope time to photometrically monitor them, mostly in the I-band (see the observations page). We
also identified some potentially suitable, but ill-characterised clusters, whose membership needs to be
assessed before they can be added to the main target list. I have also listed well known but unsuitable or
low priority clusters, primarily to avoid forgetting about them and, a few months later, suddenly
wondering why we didn't include them... Finally, there are a number of clusters with light curves already
available in the public domain or through collaborations and we plan to search those for eclipses too.

Primary targets

These are targets on which we have obtained or are planning to obtain new photometric time series data
in the framework of the Monitor Project.

In the long run each target name will point to an individual "cluster page" with a picture and more
detailed information.

Name RA Dec Age (M-m)_0 E(B-V) I(HBL) M(I=20) N (c) Area Ref

many already have deep CMDs (from e.g. CFHT key project)

aim to cover all sufficiently rich, compact and nearby OCs with age 1-200 Myr



Observations
semester telescope instrument time

awarded targets strategy status

2004B INT 2.5m WFC 20 nights ONC
M34 nights analysed

2005A

CTIO 4m Mosaic II 6 nights NGC 2632
M50 nights analysed

CFHT 3.6m MegaCAM 40 hours IC4665 blocks under analysis

ESO 2.2m WFI 50 hours Blanco 1 blocks being reduced

2005B

ESO 2.2m WFI 150 hours Blanco1
NGC 2457 blocks awaiting data

CFHT 3.6m
MegaCAM 40 hours

M34
h & Χ Per

blocks awaiting data

WIRCAM (IR) 40 hours ONC blocks awaiting data

INT 2.5m WFC 10 nights ONC nights no data ☁
CTIO 4m Mosaic II 8 nights NGC 2362 

M50 nights begin reduced

2006A CTIO 4m Mosaic II 8 nights NGC 2516 nights



ONC (1 Myr)
fake colour V, Hα, i image
INT + WFC (33’x33’)
~ 2000 sources (almost all likely members)

M50 (130 Myr)
greyscale i-band image 
CTIO 4m + Mosaic (40’x40’)
~ 80000 sources (~8000 likely members)



IC4665 (50 Myr)
greyscale I image
(not corrected for 
zero-point differences
between detectors)
CFHT + MegaCAM
(60’x60’)



Observing strategy
• 2 distinct requirements:

(a) need to monitor enough targets with sufficient photometric 
precision to have a good chance of detecting transits / eclipses

(b) need to characterise eclipse shape well enough to fit the 
parameters of the system

(b) implies sampling time shorter than ingress / egress and blocks of 
observations longer than 2/3 of a typical eclipse

• typical BD eclipse: duration (P = 2d): 1.5h, ingress / egress 30 min

• need 1-2 hour blocks with 1 point every 15 min

(a) implies many observations over time scale >> periods of interest

• when possible, request service mode, blocks of ~ 2 hours scheduled 
randomly throughout observability window

• lax observing conditions requirements - ease of scheduling



Observing strategy



Detection rate 
estimates

• Adapted approach of Gaudi et al. 2005 (for surveys of field stars such as OGLE) 
to young open clusters (see also Pepper et al. 2005, for older clusters). 

• Ingredients include

• cluster mass function, age, distance, extinction

• mass-radius and mass-radii relations from Baraffe et al. 1998 (stars / BDs) 
and Burrows et al. 1997 (planets) 

• companion incidence and period / mass distribution from literature 

• real (observed) time distribution of observations and noise properties

• Predicts ~80 EBs and ~8 transiting planets over the Whole of Monitor

• Several refinements need to be made, including accounting for systematics and 
magnitude limits for RV follow-up                

The motivation, survey design and detection estimates will be described in a 
forthcoming paper (Aigrain et al. in prep.)



Data reduction & 
photometry

• All basic reduction and calibration steps  carried out using standard INT Wide 
Field Survey (WFS) pipeline developed by the Cambridge Astronomy Survey 
Unit (Irwin & Lewis 2001)

• Collocated aperture photometry:

• Refine astrometric solution to 0.1” accuracy

• Generate master catalogue  ‘noise free’ stacked master frame, flagging likely 
blends and non-stellar objects

• Perform aperture photometry at master catalogue position on each frame, 
choosing from a range of aperture sizes to maximise SNR in aperture

• Background estimated by interpolating across grid of 64x64 pixel bins

• Fit 2-D polynomial surface to map of light curve residuals versus x-y position to 
remove systematics that vary temporally as a function of position



4 J. M. Irwin et al.

Figure 3. Plots of RMS scatter as a function of magnitude for
the i′-band observations of M34, showing all objects of stellar
morphological classification. The upper plot shows the effect of
applying the zero-order correction only, and the lower plot shows
the full quadratic correction. A clear improvement is visible in the
magnitude range ∼ 15 − 18. The dashed lines show the expected
RMS from the CCD readout noise, sky noise in the photometric
aperture and photon counting (Poisson) noise in the object. The
dotted lines show the same with an additional 1.5 mmag contri-
bution added in quadrature to account for presumed systematic
effects.

and Figure 5 of §6 shows the photometric precision achieved
on M50 using the CTIO 4 m telescope in very good observ-
ing conditions.

In order to reduce contamination, the 2-D surface fits
are inverse variance weighted (using the RMS flux of each
object calculated earlier), and we exclude objects flagged as
possible blends, saturated datapoints, and all objects with
non-stellar morphological classifications.

The lightcurves for each field are written into FITS bi-
nary tables in multi-extension FITS files, with one extension
per detector (this convention is also used for the images, ob-
ject catalogues and differential photometry output). These
tables have one row per input object from the master cat-
alogue, and the lightcurve itself, the photometric error on
each lightcurve point and the heliocentric Julian date of ob-
servation, are stored in columns of the table. Our lightcurve
generation software, and this file format, have been specifi-
cally designed to efficiently handle very large data-sets, for

example we have also successfully used them on data from
the SuperWASP transit search project (Street et al. 2004).

At this stage, the data are ready for analysis. Our anal-
ysis software, including period finding algorithms, an imple-
mentation of the transit search algorithm of Aigrain & Irwin
(2004), systematics removal software (see §7) and a number
of other programs, interface directly to the lightcurve FITS
files, and write their results out to additional columns in the
files for convenient storage.

Typically the full reduction of one week of data from the
INT+WFC or CTIO-4m+Mosaic takes ∼ 4 days including
manual checking of the pipeline results. Using difference im-
age analysis, as described in §6, takes an extra ∼ 2 days
to perform the image subtractions. Often the most time-
consuming stage of the entire process is reading the data
onto disk, which ranges from relatively fast (∼ 1 day) using
external IEE-1394 hard disks as we do for the INT+WFC
data, to very slow (up to 1 week) for DLT tapes. We stress
the increasing importance of this issue as data rates from as-
tronomical facilities continue to increase, and the enormous
savings in time and cost afforded by using efficient and reli-
able media such as external hard disks or LTO-2 tapes.

6 DIFFERENCE IMAGE ANALYSIS

A very popular modern technique for performing differential
photometry is difference image analysis (DIA) using ‘opti-
mal image subtraction’ (Alard & Lupton 1998, Alard 2000).
In the DIA method, the master image is subtracted from
each of the target images, producing a difference image, in
which only the sources changing in brightness between the
master and target image should be visible. Figure 4 illus-
trates this for an ONC image taken on the INT/WFC. Pho-
tometry is then performed on the difference images, adding
in the flux on the master image to obtain the flux zero-point.
Importantly, any spatially-varying backgrounds such as the
extensive nebulosity in the ONC should be removed by this
method, and the effects of blended flux from neighbouring
stars in crowded images should be reduced, provided that
most of the stars do not vary so their flux is removed on the
difference image.

We were primarily interested in DIA for dealing with
the data in the ONC, where we believed there would be a
significant improvement in the quality of the photometry
owing to the highly spatially-variable bright nebulosity of
the Orion Nebula. We implemented our own version of the
‘optimal image subtraction’ software, allowing a spatially-
varying kernel to cope with PSF changes across the images,
and an option to remove spatially-variable background com-
ponents before subtraction. Our DIA software was coupled
with the aperture photometry software from §4, used on the
difference images.

Figure 5 shows a comparison of the RMS plots for our
CTIO data (taken in very good observing conditions), illus-
trating the improvement from using DIA. The seeing was
excellent, and very stable during our observing run (typi-
cally ∼ 0.8′′ in i′), which probably contributes to the rela-
tively small improvement in photometric scatter. Neverthe-
less, DIA gave slightly better precision than aperture pho-
tometry. Figure 6 shows an alternative means of comparing
the results, making use of the ratio of the RMS measured in

c© 0000 RAS, MNRAS 000, 000–000

M50 (6 nights, all objects flagged as stellar and unblended)



Why not do DIA?
• Difference image analysis should give better results than aperture photometry

• Particularly interesting to cope with spatially varying nebulosity in ONC

• Implemented our own version, including background subtraction prior to 
differencing, followed by collocated aperture photometry on difference images

• For data taken in good conditions (stable seeing <0.8” in i), marginal 
improvement over aperture photometry (specially for faint stars) 

• For INT (ONC) data, elliptical images (due to auto-guider problems) induce 
ringing in the difference images, which introduces scatter in the light curves

• Fix is non trivial as fitting of elliptical kernels non-linear - slow and unstable

• Opted to stick with aperture photometry for all datasets (for consistency), but 
will keep investigating fixes to ellipticity problem
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Figure 4. Comparison of a small region of an ONC image be-
fore subtraction (top) and after subtraction (bottom). Note the
removal of the nebulosity and most of the stars in the difference
image. Those stars remaining in the difference image have varied
when compared to the master image, or in two cases have both
positive (white) and negative (black) components, which sum to
a value close to zero. The presence of these indicates imperfect
PSF matching between the two images.

the two cases, and Figure 7 shows a comparison of a single
lightcurve using aperture photometry and DIA.

Applying the DIA technique to our INT/WFC data was
not successful, however. We experienced little to no improve-
ment in the RMS scatter, and in several cases the DIA re-
sults were worse than aperture photometry. Examining the
subtracted images indicated the cause of the problem. As
in Figure 4, a very large fraction of the stars had poorly
matched PSFs, and therefore residuals were present in the
difference images. In many cases, these residual patterns
were larger than the photometric apertures, and therefore
introduced scatter into the lightcurves.

The image ellipticities pointed to the true cause of the
problem. We found that many of our frames were signifi-
cantly trailed, having elliptical star images (∼ 0.15 − 0.2)
with correlated position angles and major axes. Unfortu-
nately, a very large fraction (∼ 50%) of our data were af-
fected, so we could not simply discard these frames. We be-
lieve that the problem was caused by the use of the INT
autoguider, with subsequent drift between exposures being

Figure 5. Plot of RMS scatter as a function of magnitude for
the i′-band observations of M50, showing all objects of stellar
morphological classification. Lines as Figure 3. The upper plot
shows the results for our standard aperture photometry, and the
lower plot shows the results using DIA as described in §6.

corrected while the shutter was open for the next exposure.
This affects DIA and not aperture photometry because the
PSF size is not significantly variable between frames, but its
shape is. We expect that PSF-fitting photometry would not
work well on these data either.

The particular elliptical PSF shapes we experienced are
a problem for the DIA method due to the form of convo-
lution kernel employed to match the effective seeing on the
two images, and in particular the set of basis functions out of
which the kernel is composed. The kernel adopted by Alard
& Lupton (1998) takes the form:

K(u, v) =
∑

k

∑

j

∑

i

aijk e−(u2+v2)/2σ2
k uivj (2)

where 0 < i ≤ Dn, 0 < j ≤ Dn, 0 < i + j ≤ Dn. Dn is the
degree of the (2-D) polynomial multiplying the Gaussian
function, and aijk are constants. The expression is summed
over a range of different σk values, which set the FWHM
of the Gaussian. The target image I(x, y) is represented in
terms of the reference image R(x, y) as the convolution of
the reference image with the kernel:

I(x, y) = R(x, y) ∗ K(u, v) (3)

=

∫ ∫
K(u, v) R(x − u, y − v) du dv (4)

c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. Comparison of the lightcurve RMS for all objects in
M50 between aperture photometry and DIA. Top: Plotted is the
ratio of the RMS using DIA to that using aperture photometry,
as a function of magnitude. Values < 1 correspond to an improve-
ment in RMS using DIA. Bottom: Histogram of the fraction of
objects in each magnitude bin, for which the RMS was improved
using DIA.

as simple as introducing, for example, more general ellipti-
cal Gaussian functions into the kernel (which would require
a non-linear least-squares solution, computationally much
more expensive and less stable numerically). We examined
modifications to the algorithm which are still possible within
the linear least-squares scheme, including a kernel built up
from a sum of Gaussian components of the form in (2) at
small offsets from the centre of the PSF, but this was not
found to improve the subtraction results.

Consequently, for consistency and to avoid the risk of
further image quality-related problems with DIA, we have
used aperture photometry only for processing all the Moni-
tor project data thus far. Modifications to the DIA algorithm
to cope with the PSF variations we experienced are being
investigated and may solve this problem.

7 SYSTEMATICS REMOVAL

Inevitably, the lightcurve generation procedure described in
§5 (see also Figure 7) fails to remove some small residual sys-
tematic effects in our data, typically of <∼ 1% in amplitude.
A variety of effects are not well corrected by the quadratic
surface fitting procedure because they do not vary smoothly
as a function of position on the frame. The dominant effect

for our data is blending of flux from neighbouring stars into
the photometric apertures. This does not vary smoothly as
a function of position, and the amount of blended flux will
vary with the seeing on the images, so can introduce time-
dependent modulations into the object lightcurves. Many of
the most seriously effected objects will already be flagged
as such in the lightcurve files, and it is often not possible
to fully correct the effects in these cases, but many other
objects can be successfully corrected using one of the algo-
rithms we discuss below. Figure 8 shows an example of such
a systematic effect, and its correction by the algorithm of
Tamuz et al. (2005).

The presence of these features in the lightcurves is a
problem for automatic transit searches because they are of-
ten detected as “false positives”. They are typically much
less important in searches for larger-amplitude variability
(eg. our rotation period searches), and indeed as we describe,
the algorithms to remove them often have adverse effects on
any real, continuous, variability in the lightcurve, so must
not be applied for this purpose.

We have examined two techniques from the literature.
Tamuz et al. (2005) presented an algorithm resembling a
generalised version of principal component analysis (PCA),
using least squares fitting of generalised “extinction-like”
and “airmass-like” terms to the data in a “criss-cross” it-
eration scheme. Since the terms are not constrained to be
actual extinction and airmass terms, this algorithm can re-
move other forms of systematic effect too.

Mathematically, the technique searches for the best two
sets of coefficients ci and aj , to minimise the expression (in
their notation):

S2 =

N∑

i=1

M∑

j=1

(rij − ciaj)
2

σ2
ij

(5)

where the N is the number of measurements in each
lightcurve, M is the number of lightcurves, rij is the residual
(mean-subtracted) flux of object j on frame i, and σij is the
corresponding uncertainty. Starting with initial guesses for
the coefficients (we used ci = 0, aj = 1), the method pro-
ceeds by finding the best-fitting ci (by differentiating and
equating to zero), then the best-fitting aj given the calcu-
lated ci, etc. until the procedure converges. In reality, we
used only a subset of the lightcurves to determine ci for each
frame, selecting those with small RMS scatter (to eliminate
intrinsic variability) and good S/N, since this gave much bet-
ter stability. The algorithm can be applied multiple times to
the same lightcurve, applying the correction after each itera-
tion, corresponding to the fitting and removal of subsequent
‘PCA-like’ systematic components from the lightcurves.

Kovács et al. (2005) describe a different algorithm us-
ing a subset of lightcurves (which do not contain any real
variability) to define a set of templates. Each lightcurve is
then compared to the template set, and the best-fit linear
combination of the templates constructed and subtracted, to
remove the systematic effects. This is a very general tech-
nique that could, in principle, remove any features correlated
between the template and target lightcurves. However, the
least-squares problem of finding the best linear combination
of template lightcurves is rather ill-conditioned owing to de-
generacies between the template lightcurves (they do not
form an orthogonal basis), and our implementation exhib-

c© 0000 RAS, MNRAS 000, 000–000

M50 (CTIO)

ONC (INT)



Systematics
• 2-D polynomial procedure does not remove effects that do not smoothly 

depend on position, e.g. varying contamination from neighbours as seeing varies.

• These can induce transit-like features in the light curves, so we investigated 2 
recently published systematics removal techniques.

• Kovacs et al. 2005 - linear decomposition onto a set of template light curves 
that do not contain real variability.  Potentially very powerful, but depends on 
template selection. Our implementation was not generally successful.

• Tamuz et al. 2005 - generalisation of PCA, iterative correction across all frames 
and all stars. Can repeat process to remove further ‘components’, the optimal 
number of which is a compromise between decreased detection rate (as one 
starts to remove transits), and reduced false alarm rate.

• Systematics removal distorts variability other than transits, and so it was used 
only prior to transit searching.

The data reduction, light curve production and tests of systematics removal and 
other filters will be described in a forthcoming paper (Irwin et al. in prep.)



early results - 1
Membership & rotation in M34

(J. Irwin et al. in prep)



    M34

red - i’ 
blue - V 
green - (i’+V)/2

N

W

02h 42m +42° 47’



• ~200 Myr, 470 pc (Jones & Prosser 1996)

• critical age range for angular momentum evolution (transition from PMS to 
ZAMS for K & M stars, intermediate between Pleiades and Hyades)

• Previous studies concentrated on types K & earlier 

• Mean proper motion 20 mas/yr based on photographic plates (Ianna & 
Schlemner 1993, Jones & Prosser 1996) down to 0.7 M⊙☉	 

• Mean spectroscopic abundance [Fe/H] = 0.07 ± 0.04(Shculer et al. 2003)

• Spectroscopic (Soderblom et al. 2001) & photometric (Barnes et al. 2003) 
rotation studies down to G spectral types

• 32 ROSAT sources (Simon et al. 2000)

The cluster



• 10 nights in Nov. 2004 with INT+WFC

• 5 clear + 3 partial

• M34 observed for 1st half of night

• alternate exposures of 30s in i’ & 60s in V

• cycle time 3.5 min

• 280 frames total

• mag range 12.8 < i’ < 21.5

• mass range 1.05 < M/M⊙☉ < 0.06 

• Deeper survey with longer timebase and sparser sampling underway on CFHT + 
MegaCAM

The survey



Photometric accuracy

residual systematics

source 
photon 
noise

sky photon 
noise

50% complete down to i~21.6

<1% down to i~17



Membership selection
candidate members from Jones & Prosser 1996

cutoff based on shifting empirical main sequence to the faint 
blue end by 0.1±2σ(V-I)

contamination estimated from Besancon model at 39% 
(including source completeness)

empirical main sequence definition (initial guess then 
iterative k-σ clipping) down to I=20

714 candidates to the right and up of cutoff

also examined possibility of using CC diagrams (no 
significant improvement) and PM based on Palomar 
(dispersion too large) or 2MASS (baseline too small)

PM survey feasible in ~15 yrs wrt 2MASS

ideal target for multi-object RV survey from 4-8 telescopes



Membership selection

candidate 
members

Baraffe et al. 1998
isochrones

complete down to I~16.5 or M2 SpT



Luminosity function



dn

d log M
∝ exp

{

[− log(M/M0)]
2

2σ2

}

M0 ! 0.4 M!

σ ! 0.54

consistent with other MF fits in PMS clusters (e.g. Bouvier et al. 2003) - but beware of small mass range

Mass function



Rotation periods
• sine-fitting

• goodness of fit estimated by by subtracting smoothed phase-folded light curve at 
best period

•
• searched all i-band LCs of stellar, unblended objects → 118 detections

• require independent detection in V → 86 detections 

• when i-band period consistent with 1-d alias, use V-band period

• simulations to estimate reliability and completeness

• inject sinusoids into non variable light curves

• 0 < P < 20 d, 0 < α < 0.1 mag, uniform distributions

m(t) = mdc(t) + a sin(2πt/P + φ)

f =
χ2

red
− χ2

red,P,smooth

χ2
red

≥ 0.5

χ
2
red < 〈χ2

red〉 + 3σ(χ2
red)



Combined i & V

i-band only

1d aliases

+ - “correct” detection: pass threshold and output period within 10% of input
o - “incorrect” detection: pass threshold but output period not within 10% of input



Combined i & V

i + V

tendency to
underestimate
long periods

+ - “correct” detection: pass threshold and output period within 10% of input
o - “incorrect” detection: pass threshold but output period not within 10% of input



Completeness & 
reliability

• Completeness = fraction of the simulations where the modulation is detected and the output 
period is within 10% of the input period                                                                             
(for otherwise favourable conditions: P = 0.386 d, amplitude 0.1 mag, i < 16)

• > 90% complete down to amplitudes of 0.02 mag

• > 90% complete down toi~18 (50% complete at i~19)

• > 80% complete down to P ~ 15 d

• Reliability = fraction of the detections where the detected period  within 10% of the input 
period as a function of input period (for all amplitudes and magnitudes)

• for P_in  ≤ 10 d, reliability > 95%

• Contamination = fraction of the detections where the detected period is not within 10% of the 
input period as a function of output period (for all amplitudes and magnitudes)

• for P_out ≤ 8 d, contamination< 5%

• for P_out ≤ 14 d, contamination < 25%



• Periodic modulation detected in 86 light curves

• 70 were candidate M34 members, i.e. ~10% of total 
membership

• Completeness correction:

• Multiply luminosity function by completeness as a function of 
magnitude to get number of candidate members where we 
could have detected a modulation = 562

• Calculate, given number of candidate members where we did 
detect a modulation, the expected number of candidate  
members where we should have missed it because amplitude 
too low or period too long = 174

• Completeness-corrected fraction of candidate 
members with rotational modulation is thus ~30%

• In magnitude range where complete, the fraction of 
members with detected periods increases with 
decreasing mass

Rotation in members



Candidate members with rotation periods



Period distribution
corrected for ‘reliability’ 
but not completeness

90% completeness limit

**** Need if poss to include statistical 
evaluation of bimodality ****

Bimodality for M > 0.4 Msun,
Low-period peak only for 
M < 0.4 Msun

**** Do we have separate 
histograms for stars with M > and < 

0.4 Msun? ****



Angular momentum 
evolution

Pleiades, 125 Myr 
(Prosser & Stauffer Open Cluster 
Database, Terndrup et al. 1999, 
Stauffer & Eislöeffel 2004)

All v sin i’s are derived from 
photometric period & radius 
from Barraffe et al. (1998)



Angular momentum 
evolution

M34, 200 Myr 
(This work)

All v sin i’s are derived from 
photometric period & radius 
from Barraffe et al. (1998)



Angular momentum 
evolution

Hyades, 625 Myr 
(Prosser & Stauffer Open Cluster 
Database)

All v sin i’s are derived from 
photometric period & radius 
from Barraffe et al. (1998)



Spot coverage and 
temperature

Simple model: 

Teff ,∆T, f

Teff = 4000 K

∆T = −1000 K

Teff =

∆T =

= f

= f

→ too much scatter 
to constrain ∆T & f

Our model implies

while spectroscopy of field 
dwarfs (O’Neal et al. 2004) 
shows

f ∼ 0.3
∆T ∼ −1000 K

f ≤ 0.6

∆T < −100 K

for

and

→ single spot model 
inadequate: distribution of 
spots gives smaller 
amplitude for same 
temperature difference and 
covering factor

→ blackbody spectra also 
inaccurate, but smaller effect



M34 - conclusions
• 714 candidate members identified from CMD with 0.9 > M/M⊙☉ > 0.01, and 

estimated ~40% contamination

• Log-normal MF with M0 = 0.4 M⊙☉ and σ = 0.54, comparable with other clusters 
of similar age

• Rotation periods detected in 70 candidate members, i.e. a completeness 
corrected fraction of ~30% of total members

• Rotation fraction increases towards lower masses

• For M > 0.4 M⊙☉, bimodal period distribution with peaks at 1-2 and 8 d

• For M < 0.4 M⊙☉, unimodal distribution with peak at 1-2 d

• M34 intermediate between Pleiades and Hyades in evolutionary sequence

• Angular momentum loss between Pleiades and M34 age is more efficient for 
stars with M > 0.4 M⊙☉



Future prospects

• ONC (1 Myr)

• Stassun et al. 1999: 254 periods down to ~ 0.2 Msun

• Herbst et al. 2002: 369 periods down to ~ 0.1 Msun

• We have detected 900 periods, into the BD regime

• under analysis, hoping to combine datasets with the 
Herbst & Stassun

• Other clusters with ages 3, 7, 30, 50, 100, 130, 150 Myr: 
complete PMS sequence



early results - I1
Eclipse candidates 

in M34, ONC, M50 & NGC 2362



Eclipse candidate 
selection

• Light curves of unblended stars falling near cluster sequence searched by eye 
(ONC) or using the transit search algorithm of Aigrain & Irwin (2005) (other 
clusters)



Transit search - 1

M50 object, I=17.4, 6 nights on CTIO 4m + Mosaic in February 2005



Transit search - 2



Transit search - 3



Eclipse candidate 
selection

• Light curves of unblended stars falling near cluster sequence searched by eye 
(ONC) or using the transit search algorithm of Aigrain & Irwin (2005) (other 
clusters)

• When applicable, remove rotational modulation by fitting sine curve to eclipse-
free nights before estimating eclipse parameters

• Check if duty cycle consistent with eclipse (rather than, say, spots)

• Approximate primary masses and radii deduced from optical + IR (2MASS) 
colours

• Minimum secondary radii deduced from eclipse depth

• Minimum secondary mass derived, when possible, from eclipse duration

• 12 high quality candidates, 4 with lower quality light curves



Spectroscopic 
follow up

• Goal:

• Establish membership and spectral type of primary

• Constrain companion masses from multi-epoch RV measurements

• 3 1/2 nights on APO3.5m - mostly lost to bad weather and technical problems

• 2 night on WHT / ISIS - 1 cloudy, 1 with 2-3” seeing

• red arm: R1200R grating, 8085 - 8715 Å, R ~ 9500

• blue arm: R600B grating, 5950 - 7350 Å, R ~ 3300

• flats and arcs after each target to minimise effect of flexure

• only 1 or 2 epochs (separated by few h) 



ISIS blue arm ONC object,  V=15.12

H in emission, Li in absorption → signs of youth
Relative flux indices for spectral classification



Used the Kirkpatrick A/B indices, each if which measures the ratio of flux in a specific line or band to the 
nearby continuum.  A is sensitive to both temperature and luminosity class, and was used in preference to B
which offers less clear discrimination

Spectral classification

CaH 6975Å
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ISIS red arm ONC object,  I=12.65



Cross-correlation
Each object spectrum is cross-correlated with spectra of HD1326A (M1V) and GJ908 (M1.5V), 
and average of the two measurements is used.



12/15/2005 01:23 PMONC-1-295

Page 2 of 2file:///Users/suz/data/monitor/trsearch/cands/ONC-1-295-w.html

ONC-1

• I = 12.65,  V = 15.12, P = 2.56 d , d = 0.3 d, dF/F = 0.10, grazing

• Hillenbrand(1997): memb. prob. 98%, M2V, M1 = 0.2 Msun, R1 = 3.13 Rsun

• (V,I,J,H,K, age 1 Myr) → M1 ~ 0.92 Msun, R1 ~ 2.64 Rsun

• (R1, dF/F) → R2 > 0.83/0.98 Rsun

• If M1 = 0.3 Msun & M2 ~ 0.1 Msun → K ~ 29 km/s

• 2 spectra with WHT+ISIS

• RV = 47.1 ± 3.1; 38.6 ± 4.4 km/s (Sicilia Aguilar 2005 gives -31 ± 2 km/s)                 
→ evidence of large variation, K > 39 km/s

• Li 6708 in absorption, SpT M0-M1V (Hillenbrand 1997 gives M2V)

• Applied for additional time on WHT+ISIS



ONC-2

• I = 13.82,  V = 16.92, P = 2.65 d , d = 0.2 d, dF/F = 0.06, could be grazing

• Hillenbrand(1997): memb. prob. 99%

• (V,I,J,H,K, age 1 Myr) → M1 ~ 0.50 Msun, R1 ~ 2.08 Rsun

• (R1, dF/F) → R2 > 0.24 Rsun, which at that age can be anything from VLM star to planet

• If M2 ~ 1 Mjup, → K ~ 3 km/s; if M2 ~ 0.1 Msun → K ~ 29 km/s

• 2 spectra with WHT+ISIS

• RV = 17.1 ± 6.3; 21.1 ± 12.4 km/s (broad lines),  → inconclusive wrt variation

• Li 6708 in absorption, SpT M4-M5V

• Applied for additional time on WHT+ISIS

12/15/2005 01:23 PMONC-1-290

Page 2 of 2file:///Users/suz/data/monitor/trsearch/cands/ONC-1-290-w.html



ONC-3

• I = 13.67,  V = 16.10, P = 2.39 d , d = 0.2 d, dF/F > 0.03, partial

• Hillenbrand(1997): memb. prob. 2%, late G to early K

• (V,I,J,H,K, age 1 Myr) → M1 ~ 0.55 Msun, R1 ~ 2.15 Rsun

• (R1, dF/F) → R2 > 0.37 Rsun

• If M2 ~ 0.07 Msun → K ~ 16 km/s

• 2 spectra with WHT+ISIS

• RV = 18.9 ± 2.4; 16.6 ± 2.8 km/s (Sicilia Aguilar 2005 gives -46 ± 8 km/s)         

• Halpha in absorption, SpT K5-K7V

• No sign of youth - rejected as background non-member



NGC 2362-1

• I = 19.51,  R = 21.32, P = 1.58 d , d = 0.1 d, dF/F = 0.41, grazing

• Possible eccentricity at double detected period? (constraint on circularisation!)

• (R,I, age 7 myr) → M1 = 0.41 Msun, R1 = 0.37 Rsun

• (R1, dF/F) → R2 >~ 0.24 Rsun → anything from VLM star to planet

• R2 = 1 Mjup would give K ~ 3 km/s, R2 = 0.1 Msun would give K ~ 29 km/s

• Interesting object, but really faint for RV follow-up!

• Just reobserved in photometry from CTIO 4m. 



M50-1

• I = 16.44,  R = 17.02, P = 1.85 d , d = 0.1 d, dF/F = 0.09

• (R,I,J,H,K, age 130 Myr) → M1 ~ 0.67 Msun, R1 ~ 0.62 Rsun

• (R1, dF/F) → R2 ~ 0.20 Rsun

• (R,I, primary & secondary depth) → M1 ~ 0.7 Msun, M2 ~ 0.2 Msun → K ~ 37 km/s

• One spectrum in Dec 05 with WHT+ISIS: early-K5V, RV = +60 +/- 5 km/s

• Consistent with cluster membership if EB hypothesis is correct (system RV +6 km/s)

• Need more RV measurements to check for variations and determine mass

• Just reobserved in photometry from CTIO 4m, and will observe again with WHT/ISIS 
next month



M50-2

• I = 17.00,  R = 17.67, P = 0.65 d , d = 0.04 d, dF/F = 0.04

• (R,I,J,H,K, age 130 Myr) → M1 ~ 0.67 Msun, R1 ~ 0.62 Rsun

• (R1, dF/F) → R2 ~ 0.12 Rsun

• If M2 = 1 Mjup → K~ 3 km/s; if M2 = 0.1 Msun → K ~ 23 km/s

• One spectrum in Dec 05 with WHT+ISIS → SpT = K5-K7V, vrad = 0+/- 7 km/s (system 
RV +6 km/s)

• Membership looks likely, but need multiple RV measurements to determine mass

• Just re-observed in photometry from CTIO 4m, and will observe again with WHT/ISIS 
next month



M50-3

• I = 17.40,  R = 19.09, P = 1.84 d , d = 0.04 d, dF/F = 0.31, grazing

• (R,I,J,H,K, age 130 Myr) → M1 = 0.74 Msun, R1 = 0.67 Rsun

• (R1, dF/F) → R2 >~ 0.37 Rsun → M2 >~ 0.4 Msun  → K >~ 60 km/s

• One spectrum in Dec 05 with WHT+ISIS: early-K5V, RV = -40 +/- 10 km/s

• Consistent with cluster membership if EB hypothesis is correct (system RV +6 km/s)

• Need more RV measurements to check for variations and determine mass

• Just reobserved in photometry from CTIO 4m, and will observe again with WHT/ISIS 
next month



M34-1

• I = 19.56,  V = 22.48, Pmin = 1.373 d , d = 0.05 d, dF/F = 0.33

• (V, I, age 130 Myr) → M1 ~ 0.13 Msun, R1 ~ 0.17 Rsun 

• (R1, dF/F) → R2 ~ 0.1 Rsun

• If M2 = 1 Mjup → Kmax ~ 7 km/s

• Attempted to observe in Dec 05 with WHT+ISIS but seeing was too poor for such a 
faint object

• Should get better light curve from CFHT data imminently



Conclusions - outlook

• Identified 16 candidates in 4 clusters from semester 04B

• 1 or 2 spectra obtained for 9 of these in 1 night in Dec 05

• Need more spectra!

• Repeat photometry in 05B: improved periods + additional 
candidates in NGC2362/M50/M34 (ONC run cloudy)

• New photometric surveys in 05B/06A: h & X per, Blanco1, 
NGC2457, NGC2516

• IR extension for ONC... 


